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Abstract 

The increasing availability of large-scale datasets has fueled rapid progress across many 
scientific fields, creating unprecedented opportunities for research and discovery while posing 
significant analytical challenges. Recent advances in large language models (LLMs) and AI 
agents have opened new possibilities for human-AI collaboration, offering powerful tools to 
navigate this complex research landscape. In this paper, we introduce SciSciGPT, an open-
source, prototype AI collaborator that uses the science of science as a testbed to explore the 
potential of LLM-powered research tools. SciSciGPT automates complex workflows, supports 
diverse analytical approaches, accelerates research prototyping and iteration, and facilitates 
reproducibility. Through case studies, we demonstrate its ability to streamline a wide range of 
empirical and analytical research tasks while highlighting its broader potential to advance 
research. We further propose an LLM Agent capability maturity model for human-AI 
collaboration, envisioning a roadmap to further improve and expand upon frameworks like 
SciSciGPT. As AI capabilities continue to evolve, frameworks like SciSciGPT may play 
increasingly pivotal roles in scientific research and discovery, unlocking further opportunities. 
At the same time, these new advances also raise critical challenges, from ensuring transparency 
and ethical use to balancing human and AI contributions. Addressing these issues may shape 
the future of scientific inquiry and inform how we train the next generation of scientists to thrive 
in an increasingly AI-integrated research ecosystem. 
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1 - Introduction 

Scientific advances are foundational to improving quality of life, driving global health outcomes, 
and fostering growth and prosperity1–6. Understanding the mechanisms underlying these 
advances is critical for shaping effective science policies and empowering scientists to address 
high-risk and high-impact questions. The field of the science of science (SciSci) has emerged to 
tackle this challenge1,7,8, leveraging interdisciplinary approaches to explore how science is 
conducted, funded, and applied. SciSci has seen rapid growth, partly fueled by the increasing 
availability of large-scale datasets that capture a wide array of activities in science and 
innovation9–17, from the inner workings of science to its upstream investments and downstream 
societal impacts. These advances mirror broader progress in computational social science18, 
where increasingly sophisticated datasets and computational methods are enabling researchers 
to analyze complex systems of human behavior, dynamics, and interactions. 
 
However, the very advances in data and tools that make this research possible also introduce 
significant technical challenges. The growing scale and complexity of datasets, coupled with the 
rapid evolution of computational methods, create barriers to entry for researchers and demand 
substantial technical expertise. At the same time that science is becoming more complex, 
individual expertise is becoming more narrowly focused, leading to an increase in 
specialization19–21. Together, these challenges highlight the need for new approaches to help 
researchers efficiently navigate, analyze, and derive insights from these rich data sources22. 
 
Recent advances in large language models (LLMs) and Artificial Intelligence (AI) agents have 
opened new possibilities for advancing human-AI collaboration23–25, offering potential tools to 
navigate the complex and rapidly evolving research landscape. Recent studies show that LLMs 
are increasingly adept at performing high-level cognitive tasks, including in-context learning26, 
complex reasoning27,28, planning, tool usage29,30, and coding31–34. Researchers have begun 
harnessing these capabilities, using LLMs as central controllers in autonomous task-executing 
LLM agents across various domains, including retrieval-augmented generation35,36 and 
automated data science37–40.  

These advances suggest the potential to leverage LLM agents for SciSci research. An effective 
LLM agent in this context would be able to understand the SciSci literature, the data available to 
use for research, and the tools and methods for analysis and visualization. It would organize and 
execute progressive workflows for SciSci research questions, taking on the technical workload 
and supporting a low-code or no-code research process. If designed appropriately, such a system 
could substantially increase research efficiency, lower barriers to entering the field, facilitate 
reproducibility, and support early-stage exploration and idea generation. Moreover, its 
capabilities and reach could expand further as LLMs continue to evolve. 

In this paper, we present our initial effort to explore LLM agents’ potential in this realm, 
including developing SciSciGPT as a proof-of-concept AI collaborator, under the guidance of a 
comprehensive LLM Agent capability maturity model. SciSciGPT is an AI collaborator for the 
science of science. It offers a chat interface for public use at https://sciscigpt.com that functions 
similarly to ChatGPT alongside a fully open-source implementation at 
https://github.com/erzhuoshao/SciSciGPT, ensuring full transparency and enabling other 



3 

researchers to reproduce and build on the work. Our framework incorporates a range of 
functionalities: retrieving pertinent SciSci publications based on user inquiries, writing code to 
extract data from complex databases, conducting data analytics using advanced methods, 
creating visualizations of results and insights, and evaluating its own analytical and visual 
outputs. By combining these capabilities into a seamless, AI-powered research workflow, 
SciSciGPT lowers technical barriers, enhances efficiency, and enables a new mode of human-AI 
collaboration in SciSci. Here, we offer an overview of SciSciGPT’s architecture and assess its 
efficacy, including case studies that showcase SciSciGPT’s ability to support and enhance 
research effort.  

It is important to emphasize that our intent is to develop SciSciGPT as a prototype. While its 
early results appear promising, SciSciGPT’s performance and value are expected to grow with 
the advancement of LLMs–particularly their complex reasoning abilities–and with ongoing 
refinements to the SciSciGPT framework. Furthermore, while this paper focuses on the science 
of science as a testbed, SciSciGPT offers a generalizable framework for advancing human-AI 
collaboration across diverse fields. The open-source nature of SciSciGPT allows researchers to 
flexibly adapt and extend the tool to meet their specific needs. With appropriate adjustments 
and the integration of domain-specific knowledge, SciSciGPT could be applied to other scientific 
domains, particularly in data-intensive domains and disciplines traditionally less reliant on 
computational methods, which may enable more interdisciplinary research and collaborations.  

To this end, we further propose an LLM Agent capability maturity model to envision a roadmap 
for developing AI research collaborators, which encompasses four key maturity levels: 
functional capabilities, workflow orchestration, memory architecture, and human-AI 
collaborative paradigms. As a proof-of-concept of the capability maturity model, SciSciGPT 
embodies several key features from the model, and the proposed maturity model provides a 
framework to guide further developments and extensions, offering a strong foundation for 
agentic AI system development across broad research environments. 

Overall, SciSciGPT represents an initial—yet important—step toward broader and more efficient 
exploration of data-driven insights in research. Our work makes the following contributions. (1) 
By integrating AI capabilities and agents, we develop SciSciGPT as an AI collaborator for science 
of science, which makes AI-driven research assistance accessible and practical; (2) we validate 
SciSciGPT’s effectiveness through case studies, comparisons, and expert interviews (3) We 
propose an LLM Agent capability maturity model providing a general framework for AI system 
development for human-AI collaborations. Ultimately, by fostering a deeper partnership 
between humans and machines, SciSciGPT opens new possibilities for innovation and discovery 
in the field of the science and science, and beyond. 

2 - Related Work 

SciSciGPT builds on recent advances in LLMs, which have shown remarkable capacities for code 
generation31–34, tool use, and planning. Frameworks such as Toolformer29 and ReAct30, for 
example, have pioneered new ways to harness LLMs for tool usage, and various cutting-edge 
planning methodologies27,28,41 have showcased LLMs’ ability to break tasks down into specific 
procedures. 
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SciSciGPT also benefits from advances in Retrieval-Augmented Generation (RAG), which 
enables LLMs to retrieve relevant external information in real-time42,43. This enhances response 
accuracy by mitigating LLMs’ tendency to hallucinate or generate incorrect information in 
specialized domains44–48 and by helping overcome limitations imposed by knowledge cutoffs 
that create gaps in their understanding49. First introduced by Lewis et al.50, RAG has evolved 
from early frameworks like ReAct30 and MRKL51 to more sophisticated approaches, including 
Self-Ask52, SELF-RAG53, and PaperQA35,36, enabling systems to handle complex queries with 
multi-step reasoning and fact verification. Further innovations, such as HyDE54 and Chain-of-
Note55, enhance retrieval accuracy and information integration. 

Researchers have leveraged these developments to create autonomous LLM data agents—
integrated systems that combine code generation, tool use, planning, and RAG to orchestrate 
tasks in a wide range of fields. In the data science domain, two primary types of LLM-based 
agents are particularly relevant: 

(1)   Code-writing agents are designed specifically for code writing tasks56, autonomizing 
the generation of code for data science projects. These frameworks include 
TaskWeaver57, Data-Copilot58, and DA-Agent37, which enhance data analysis capabilities 
through Python sandbox integration or enable database interaction and external 
knowledge extraction. DS-Agent38 integrates LLM agents with case-based reasoning, 
leveraging Kaggle's expert knowledge for automated machine learning. LAMBDA40 
develops a multi-agent system with specialized programmer and inspector roles, while 
Data Interpreter39 uses hierarchical graph modeling and programmable node generation 
to support a wide range of machine-learning tasks. 

(2)  Co-scientist pipelines in the data science field are multi-agent frameworks designed 
to emulate the research process. They follow specific procedures to generate ideas, write 
code, interpret results, and generate reports. For instance, Lu et al.59 developed an AI 
scientist for machine learning research, an AI system designed to automate the entire 
research process, from idea generation and experimentation to paper writing. Similarly, 
Schmidgall et al.60 introduced AgentLaboratory, a framework that simulates 
collaborative machine learning research by using LLM agents to automate tasks across 
the research pipeline, from idea generation to reporting. 

While these models have demonstrated the capacity of LLMs to generate effective code and the 
usefulness of multi-agent systems for research tasks, these applications are often focused on 
machine learning tasks. They do not include custom data repositories that allow for the data 
insight exploration that SciSciGPT facilitates, and few have a self-reflection mechanism for 
iterative improvement. Moreover, these co-scientist pipelines are fully automated, whereas 
SciSciGPT is designed to be transparent and interactive. It is intentionally not fully automated, 
serving instead as a conversational AI collaborator that allows for iterative human-AI 
collaborations to explore and extract data-driven findings. 
  
SciSciGPT is further distinguished by its focus on advancing research and discovery in a specific 
research domain, which requires an integrated understanding of the literature and relevant 
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datasets, measurement approaches, and empirical methods and toolkits. SciSciGPT uses the 
field of the science of science as a testbed. This multidisciplinary field offers a rapidly expanding 
evidence base and insights on science and innovation, leveraging rich sources of data and a 
range of computational tools. By infusing the agentic features of LLMs, including code 
generation, tool use, planning, and reasoning, with domain-specific knowledge and expertise, 
including SciSci literature, datasets, and empirical methods, SciSciGPT aims to offer a prototype 
of a new form of human-AI collaboration. From this perspective, SciSciGPT may be viewed as a 
meso-level LLM-based research agent–not too general nor too specific. It is capable of 
answering a range of research questions with greater depth than general agents while 
maintaining transparency in its methodology and offering domain-specific knowledge and 
toolkits that are tailored to the unique analytical needs of the domain researchers. 
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3 - SciSciGPT 

3.1 - System overview 

 
Figure 1: SciSciGPT System Architecture. This diagram illustrates the modular design of SciSciGPT, an AI 
collaborator for the science of science. Users submit requests through a web chat interface to the ResearchManager 
agent, which breaks user requirements down into tasks and delegates them to the appropriate specialist agents, 
LiteratureSpecialist, DatabaseSpecialist, AnalyticsSpecialist, and EvaluationSpecialist. These specialists provide 
assistance with literature understanding, data processing, data analytics, visualization, and quality assessment 
through their interactions with tools, data sources, and sandbox environments. Each then returns its results to the 
ResearchManager to manage the workflow. 

SciSciGPT is a multi-agent AI system designed to serve as a research collaborator for science of 
science researchers and practitioners. Drawing inspiration from the core research tasks of 
domain researchers, SciSciGPT functions as a team of five AI agents, each dedicated to a distinct 
aspect of the research process: 

● The ResearchManager agent functions as a project leader and central coordinator. It 
orchestrates the research workflow, breaking complex research questions down into 
tasks and assigning them to the four specialist agents listed below. 

● The LiteratureSpecialist agent focuses on comprehension and synthesis, searching 
for and organizing relevant information from the SciSci literature. 

● The DatabaseSpecialist agent handles data processing tasks, managing complex data 
extraction, transformation, and basic statistics across scholarly databases. This agent is 
equipped to interact with a comprehensive scholarly data repository. 
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● The AnalyticsSpecialist agent focuses on statistical analysis and modeling, 
implementing empirical methods and analytical techniques and generating 
visualizations to support empirical investigations. 

● The EvaluationSpecialist agent assesses the quality, relevance, and rigor of 
SciSciGPT’s analyses, visualizations, and methodological choices, allowing the system to 
identify potential improvements and adjust its approach iteratively. 

When the ResearchManager receives a research question, it formulates an execution plan, 
assigning tasks to appropriate specialists. Each specialist agent formulates sub-plans, invokes 
tool use, and engages in iterative reasoning until the task is completed. As each plan is executed, 
the EvaluationSpecialist is invoked to assess progress across multiple levels, guiding the 
specialist’s next step. After the specialist finishes each task, the control returns to the 
ResearchManager for subsequent task allocation and execution. This hierarchical structure 
supports flexible task decomposition and delegation for any user question, enabling SciSci 
researchers to interact seamlessly with the system through conversation, refine their research 
questions, and explore different approaches as needed. This conversational, multi-agent 
architecture enables domain-specific functionalities while maintaining the original LLM's 
general capability, such as instruction following, question answering, and common sense 
reasoning. 

3.2 - Case studies 

To illustrate the functionality and value of this multi-agent system, we present two case studies 
that showcase how researchers can leverage this tool in real-world scenarios. These examples 
highlight the interaction between the user and the system, the workflow, the methodological 
approach, and the tangible outcomes that SciSciGPT produces. 

Case study #1: Collaboration network among Ivy League universities 

(See Full Chat History in SN 5.1) 

Imagine the following research question: What does scientific collaboration look like among Ivy 
League universities? This question might be asked by a SciSci researcher who studies scientific 
collaboration and teamwork, an increasingly important area in the field. Research shows that 
great breakthroughs today rarely stem from lone geniuses; rather, they disproportionately 
emerge from collaborative efforts that often transcend institutional or geographic 
boundaries1,7,8,61. This question could also be asked by a practitioner, such as an institutional 
leader who is interested in quantitative answers to the question that could inform efforts to 
foster more strategic partnerships. 

To answer the question using conventional approaches, the researcher would need to consider 
all papers published by each of the Ivy League universities, filter out papers that feature 
collaborations between at least two of these universities, and calculate the frequency of co-
authorship for each pair of universities. As co-authorship analyses are often represented as 
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networks, the researcher might also consider creating a visualization of the collaboration 
network among the eight universities. Each node would represent a university, and the links 
between them would denote the collaborative strength (i.e., the number of papers that were co-
authored by two universities). As part of this process, the researcher would need to identify the 
necessary datasets, write scripts to query the data and extract information, compute the 
measures of collaboration, and apply network analysis tools for visualization, which requires 
specialized expertise in network science62. In total, this task may take a researcher hours to 
complete, depending on their experience and skill set. 

To see SciSciGPT tackle this task, we gave it the following prompt: 

Human Input 

Generate a network for collaborations among Ivy League Universities between 2000 and 2020. 
Optimize its colors and annotations. 

Figure 2: SciSciGPT's visualization of Ivy League university collaborations. In response to the human 
input (a), the ResearchManager decomposed the request and then delegated the data extraction task (b) and 
visualization task (c) to the DatabaseSpecialist and AnalyticsSpecialist, respectively. The AnalyticsSpecialist created 
an initial visualization (d), and the system refined the figure through two rounds of improvements to generate a final 

Gener at e a col l abor at i on net wor k f or  I vy League Uni ver si t i es bet ween 2000 and 
2020.  Opt i mi ze col or s and annot at i ons.

( a)  Human I nput

Cr eat e an opt i mi zed net wor k v i sual i zat i on of  I vy League uni ver si t y 
col l abor at i ons usi ng t he dat a i n ' XXXXXXX. par quet ' .
Execut i on pl an:
1. Load and aggr egat e t he col l abor at i on dat a acr oss t he f ul l  2000- 2020 per i od
2. Cr eat e a net wor k v i sual i zat i on wi t h t he f ol l owi ng speci f i cat i ons:

- Nodes:  I vy League uni ver si t i es
- Edge wei ght s:  Tot al  number  of  col l abor at i ons bet ween pai r s
- Node si ze:  Pr opor t i onal  t o t ot al  col l abor at i ons
- Col or s:  Use a di st i nct  col or  pal et t e f or  c l ear  v i s i bi l i t y
- Layout :  For ce- di r ect ed l ayout  f or  opt i mal  spaci ng

3. Add annot at i ons i ncl udi ng:
- Node l abel s wi t h uni ver si t y names
- Edge wei ght s showi ng col l abor at i on count s
- Ti t l e and l egend

4. Opt i mi ze vi sual  el ement s:
- Adj ust  node spaci ng f or  c l ar i t y
- Ensur e edge wi dt hs ar e pr opor t i onal  t o col l abor at i on count s
- Use appr opr i at e f ont  s i zes f or  r eadabi l i t y
- Appl y ant i - al i asi ng and ot her  v i sual  enhancement s

Pl ease pr ovi de t he r esul t i ng vi sual i zat i on opt i mi zed f or  c l ar i t y and 
i nt er pr et abi l i t y .

( c)  Task 2
Resear chManager  - > Anal yt i csSpeci al i st

Auto-improvement

Pl ease pr epar e a dat aset  of  col l abor at i ons bet ween I vy League uni ver si t i es f r om 
2000- 2020.
Execut i on pl an:
1. I dent i f y al l  I vy League uni ver si t i es ( Br own,  Col umbi a,  Cor nel l ,  Dar t mout h,  

Har var d,  Penn,  Pr i ncet on,  Yal e)
2. Ext r act  publ i cat i ons wher e at  l east  t wo di f f er ent  I vy League uni ver si t i es ar e 

l i s t ed i n t he af f i l i at i ons
3. Cr eat e a col l abor at i on mat r i x or  edge l i st  showi ng:

- Sour ce uni ver si t y
- Tar get  uni ver si t y
- Number  of  col l abor at i ons ( j oi nt  publ i cat i ons)
- Year  of  col l abor at i on

4. Cl ean and pr epr ocess t he dat a t o ensur e consi st ent  i nst i t ut i on names
5. Aggr egat e t he col l abor at i on count s f or  t he ent i r e per i od 2000- 2020
Pl ease pr ovi de t he pr ocessed dat a i n a f or mat  sui t abl e f or  net wor k anal ysi s 
( e. g. ,  edge l i st  or  adj acency mat r i x) .

( b)  Task 1
Resear chManager  - > Dat abaseSpeci al i st

( d)

( e)
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visualization (e) with an enhanced color scheme, proportional node sizes, and clearer text annotations. Note: The 
zoomed window was added manually for clarity. 

The workflow began with the ResearchManager, which identified key requirements for the 
request, including data acquisition, network construction, and visualizations based on reasoning 
through meta-prompting63. The ResearchManager agent then broke down the input question 
into high-level tasks to delegate to other agents. First, it asked the DatabaseSpecialist to prepare 
a collaboration dataset with a specified data schema and provided a list of executable steps, 
including identifying pairs of Ivy League universities, filtering by publication time, and cleaning 
and aggregating the data (see Fig. 2b and Chat History for more details). In response, the 
DatabaseSpecialist executed this task in three steps: (1) it explored the database to identify 
relevant schemas and tables; (2) it used specialized tools that standardized the university names 
to ensure consistent institutional identification; and (3) it wrote the SQL queries and queried 
the data through complex SQL operations with Common Table Expressions (CTEs). After 
conducting this data extraction procedure and structuring the data, the DatabaseSpecialist 
saved the extracted data to a temporary file. 

As the DatabaseSpecialist moved through this process, the EvaluationSpecialist assessed the 
agent’s performance after each step, giving it a score as well as suggestions for improvements. 
For example, the EvaluationSpecialist gave the first tool call a score of 0.8, which is high 
enough for the agent to continue to the next step. Once the DatabaseSpecialist completed the 
entire task, the EvaluationSpecialist performed a more systematic assessment of the specialist’s 
workflow, providing an overall score and generating a detailed report that reviewed the 
delegated task, documented key methodological choices and challenges, and assessed the quality 
of its output. The EvaluationSpecialist then forwarded the complete workflow and assessment 
report to the ResearchManager.  

After receiving the assessment report, the ResearchManager delegated the visualization task to 
the AnalyticsSpecialist, instructing it to use the extracted data and providing a list of actionable 
steps for loading the data, constructing and visualizing the network, and optimizing the 
annotation and visual elements (Fig. 2c). The AnalyticsSpecialist then initiated a dynamic 
visualization workflow, using Pandas for data loading, NetworkX for graph construction, and 
Matplotlib to create the initial visualization. As with the DatabaseSpecialist’s work, the 
EvaluationSpecialist provided a multimodal assessment of each step, with a caption, feedback, 
score, and suggestions for improvements that the AnalyticsSpecialist could use to redo the 
visualization. After the first visualization attempt, for instance, the EvaluationSpecialist gave it 
a score of 0.75, indicating that a revision was needed, and suggested improvements to edge 
weights, labeling, and annotations. The AnalyticsSpecialist used this iterative refinement and 
debugging process across multiple cycles to continuously enhance the figure, improving the size 
of elements, colorization, annotations, legends, and other aesthetic parameters. Fig. 2d,e 
presents the AnalyticsSpecialist’s first visualization attempt and its output after two more 
iterations of this automated refinement process. As this last figure received a high score of 0.85 
from the EvaluationSpecialist, the ResearchManager determined that no additional tasks were 
necessary and finalized the response, summarizing the workflow and synthesizing a final answer 
for the user. 
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In this case study, SciSciGPT successfully processed and visualized collaboration patterns 
among Ivy League universities, producing a network visualization that communicates both 
institutional productivity through node sizes and collaboration intensity through edge weights. 
The case study highlights not only SciSciGPT’s automation of complex workflows, but also its 
ability to execute quality checks and refine its results through iterative improvements.  

Just as researchers using conventional data science methods often develop follow-up questions 
after considering their initial findings, researchers may have additional questions after 
examining SciSciGPT’s output. In this case, for example, a researcher might be interested in a 
more in-depth exploration of the research fields involved in Ivy League collaborations. Or they 
may be interested in writing an op-ed on university collaboration using these findings. SN 5.1 
presents SciSciGPT’s responses to these follow-up questions.  

Case study #2: Multimodal replication of existing findings 

(See Full Chat History in SN 5.2) 

Now imagine another researcher who is reading a SciSci paper and is curious about the 
interpretation and replication of the findings. This scenario is typical for researchers at various 
career stages. For example, active researchers who want to build on a particular finding often 
begin by replicating key results, and junior researchers who are just entering the field frequently 
find that replicating the primary findings serves as a valuable learning exercise. More broadly, 
the growing emphasis on open science64,65 has made the replication of existing results and 
findings increasingly important.  

In this case, imagine the researcher is reading the paper, “Large Teams Develop and Small 
Teams Disrupt Science and Technology”66, and they are intrigued by its main finding, depicted 
in Fig. 2a of the paper66. The figure shows that median citations increase with team size while 
the average disruption percentile decreases with team size. Recognizing SciSciGPT’s multimodal 
abilities, we simply take a screenshot of the figure, upload it to SciSciGPT, and give it the 
following prompt to instruct it to interpret and replicate the findings using data from its 
repository:  

Human Input 

Interpret this figure. Redo the analysis using your database. Create a similar visualization. 
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Figure 3: SciSciGPT’s replication of a figure from a published paper. The user input (a) includes Figure 
2(a) from Wu et al.66 and instructions to interpret the figure, redo the analysis, and create a similar visualization. 
SciSciGPT broke the request down into tasks (b) and (c) for the DatabaseSpecialist and AnalyticsSpecialist, 
respectively. (d) presents SciSciGPT’s final output. While the exact data points in the two figures differ due to 
variations in database timeframes and geographical coverage, SciSciGPT successfully replicated the trade-off between 
citation impact and disruption. 

After receiving the figure and replication request (Fig. 3a), SciSciGPT coordinated a systematic 
response. First, the ResearchManager examined the figure, assessing the technical elements 
(the dual-axis visualization), trend patterns, and confidence intervals. It then broke down the 
user request into specific tasks and delegated the data extraction task to the DatabaseSpecialist 
(Fig. 3b). 

The DatabaseSpecialist surveyed all available data tables and examined their schema. After 
mapping the database architecture, the DatabaseSpecialist crafted SQL queries to extract data 
from more than 9 million papers, including their citations, disruption percentile measures, team 
sizes, and other relevant metrics, storing them in a temporary parquet file. After the 
EvaluationSpecialist assessed these steps, returning a high score of 0.95, the ResearchManager 
directed the AnalyticsSpecialist to recreate the dual-axis visualization (Fig. 3c). 

The AnalyticsSpecialist responded by loading the parquet file from DatabaseSpecialist and 
using it to calculate the average impact by team size, with confidence intervals, and create the 
visualization (Fig. 3d). The EvaluationSpecialist systematically considered the data 

Pr epar e a dat aset  f or  anal yzi ng t he r el at i onshi p bet ween 
t eam si ze,  di sr upt i on,  and ci t at i ons:
1. Ext r act  publ i cat i on r ecor ds wi t h t eam si ze i nf or mat i on 

( number  of  aut hor s)
2. I ncl ude ci t at i on count s f or  each publ i cat i on
3. Cal cul at e di sr upt i on scor es i f  avai l abl e i n t he 

dat abase
4. Focus on ar t i c l es onl y ( not  ot her  document  t ypes)
5. Ensur e t he dat a i ncl udes al l  necessar y f i el ds f or  

cal cul at i ng t eam- l evel  met r i cs

( b)  Task 1
Resear chManager  - > Dat abaseSpeci al i st

Cr eat e a v i sual i zat i on si mi l ar  t o t he pr ovi ded f i gur e showi ng 
t he r el at i onshi p bet ween t eam si ze,  di sr upt i on per cent i l e,  and 
ci t at i ons usi ng t he f ol l owi ng speci f i cat i ons:
1. Dat a sour ce:  / mnt / dat a/ XXXXXXXX. par quet
2. Requi r ed anal ysi s:

- Cal cul at e mean di sr upt i on_scor e_pct  and ci t at i on_count  f or  
each t eam_si ze

- Li mi t  anal ysi s t o t eam si zes 1- 10 f or  bet t er  compar i son
- Cr eat e a dual - axi s pl ot  wi t h:

- Lef t  y- axi s:  Di sr upt i on per cent i l e ( gr een l i ne)
- Ri ght  y- axi s:  Ci t at i ons ( pur pl e l i ne)
- X- axi s:  Team si ze

3. I ncl ude conf i dence i nt er val s or  st andar d er r or  bands
4. Mat ch t he st y l e of  t he or i gi nal  f i gur e ( col or s,  axi s r anges,  

et c. )
5. Pl ease pr ovi de bot h t he vi sual i zat i on and summar y st at i st i cs 

of  t he r el at i onshi ps f ound.

( c)  Task 2
Resear chManager  - > Anal yt i csSpeci al i st

( d)  Gener at ed Fi gur e

( a)  Human I nput
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representation, visual design, scientific insight, and technical execution. As the 
EvaluationSpecialist’s rating met the threshold for continuation, the AnalyticsSpecialist 
proceeded to calculate additional statistics describing the relationship between team size, 
citation impact, and disruption scores, including correlation coefficients and the percentage 
change. The ResearchManager then synthesized the final results of this analysis and 
visualization task for the user.  

Here again, after receiving these results, a researcher may have various follow-up questions. A 
researcher may be interested in further examining the initial result using more advanced 
statistical methods. For example, they might consider using OLS regression and Propensity 
Score Matching (PSM) to investigate whether the result still holds after controlling various 
confounding factors (see SN 5.2). Or they may be interested in replicating the same visualization 
using SciSciGPT’s data but calculating the impact metrics, like disruption scores, from scratch 
during runtime rather than allowing SciSciGPT to use its pre-defined impact metrics from the 
SciSciNet database for computational simplification. In this case, the researcher can simply 
instruct SciSciGPT to compute the disruption score, explaining the calculation using natural 
language (see SN 5.3).  

Altogether, these case studies demonstrate how SciSciGPT's multi-agent framework orchestrates 
diverse functionalities, including understanding user requests, breaking down tasks into 
concrete steps, retrieving relevant data, analyzing data, creating visualizations, comprehending 
the literature, evaluating its performance, and making iterative improvements.  

4 - Methods 

4.1 - SciSciGPT architecture 

SciSciGPT supports efficient data-driven insight extraction by integrating three modules:  

1. Database repository. The database repository includes (1) a scholarly data lake 
organized into a relational database (i.e., Google Big Query), and (2) a corpus of SciSci 
publications that we have chunked, embedded, and organized into a vector database.  

2. Multi-agent AI system. SciSciGPT is built on a hierarchical multi-agent SciSci 
collaborator framework. This multi-agent system serves as its core (Fig. 1).  

3. Web interface. The user-friendly chat interface at https://sciscigpt.com enables users 
to collaborate with the AI system through multi-turn conversations to generate insights, 
refine analyses, and reach empirically validated conclusions.  

We describe the architecture in greater detail below.  

4.2 - Database repository 

SciSciGPT’s data infrastructure enables seamless interaction with scholarly data lakes to support 
data analysis. It is designed to build on comprehensive databases such as SciSciNet9 or 
OpenAlex10, open-source scholarly data lakes that encompass most of the data and linkages 
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needed for SciSci research, and to integrate with SciSciCorpus, a curated database of literature 
in the field. SciSciGPT also maintains the ability to integrate with other data sources10,11,13,67.  

SciSciNet encompasses over 134 million scientific publications and millions of external 
linkages to funding sources and public uses. As such, it contains data capturing the essential 
elements of scientific research, including publications, authors, affiliations, upstream funding, 
and downstream impacts. We use Google BigQuery, a cloud-based, high-performance relational 
database, to manage SciSciNet’s interconnected data tables. 

We implemented several refinements to the SciSciNet database to enhance its integration with 
SciSciGPT. First, since SciSciGPT is currently a prototype, we limited the data scope to papers 
published in the United States to optimize computational efficiency. Second, to support the 
analysis of broader topics, we enriched the database by incorporating PatentsView68 data, a 
complementary public dataset, and integrating the titles, abstracts, and abstract embeddings for 
papers and patents. Third, we structured the database into 19 tables to ensure that it accurately 
reflects the relationships between entities, and we wrote and incorporated descriptions that map 
tables and columns to established SciSci concepts to enable SciSciGPT to interpret the data. The 
resulting repository encompasses more than 11 million research papers, 78 million citation 
relationships, and numerous other quantifiable metrics of scientific activity. Figure 4 presents 
the database architecture. 

SciSciCorpus. In addition to SciSciNet, SciSciGPT’s data repository includes SciSciCorpus, a 
corpus of publications as a vector database that the system uses to access prior knowledge in the 
field. To create SciSciCorpus, we included all references from the most recent SciSci review 
paper8 and employed GROBID69 (GeneRation Of BIbliographic Data) to extract and parse the 
full text into natural paragraphs. We then used the OpenAI API to generate 2-3 sentence 
summaries of each paragraph, and we classified each paragraph into one of a predefined set of 
categories, including abstract, methodology, results, and discussion. This taxonomic structure, 
while not necessarily aligned with the organization of the original document, provides a 
standardized framework for SciSciGPT's content navigation. Each paragraph is then projected 
into an embedding space and indexed into a Pinecone vector database for effective RAG during 
runtime. 

SN 1 contains more details regarding the processing procedures and schemas for these 
databases. 
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Figure 4: Schema diagram of the variant of SciSciNet used in SciSciGPT. SciSciGPT connects to this data 
lake, which serves as its primary repository of scholarly data. This version of SciSciNet features a refined schema and 
enhanced paper and patent data. 
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4.3 - Multi-agent AI system 

Our hierarchical, multi-agent SciSci research collaborator framework includes a 
ResearchManager and four specialist agents, each based on a key component of SciSci research 
work and equipped with toolsets that enable them to handle the distinct steps in the research 
process. We explain the role and tools of each specialist agent in more detail below.  

Figure 5: Architecture of the LiteratureSpecialist agent for retrieval-augmented generation (RAG) in 
SciSci research. The tool processes SciSci publications in multiple stages. When called, the tool accepts two inputs: 
optional metadata filters (year, author, section type, paper title) and a search query. The query is processed through 
HyDE (Hypothetical Document Embedding) to generate an enhanced search query. Both the HyDE query and 
metadata filters are used to retrieve filtered chunks from the corpus. Vector similarity retrieval identifies the top K 
most relevant chunks, which are then processed by a language model to generate a comprehensive response 
paragraph with appropriate references. 

LiteratureSpecialist. Understanding and contextualizing research questions within the 
SciSci domain is critical for determining the novelty of the research question and ensuring 
efficient use of existing knowledge, including previous approaches to similar scientific 
questions, conclusions from prior studies, and other researchers’ assessments of the 
implications of their findings. 

We designed the LiteratureSpecialist to facilitate literature understanding and contextualize 
SciSciGPT’s workflow within the SciSci research domain using the literature_search tool 
for RAG. Given a search query, the tool first filters papers using potential meta-data parameters 
identified by the LLM from the query (e.g., section=Abstract). It then retrieves chunks from 
SciSciCorpus by text embedding similarity between the query and the corpus; identifies the most 
relevant papers; and summarizes the retrieved chunks into paragraphs with references in 
response to the search query. As a tool designed to support a multi-step RAG workflow, the LLM 
typically dynamically and iteratively invokes it to focus on different levels of paper information. 
For example, it may first analyze abstracts and then progressively delve into other key sections 
(e.g., methodology, results, discussion) to deepen its understanding of the literature. Through 
this step-by-step process, the tool gradually generates a summary paragraph that synthesizes the 
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current SciSci research relevant to the query, which is output to the user and stored in context 
memory to guide subsequent activities.  

Figure 6: An example of the DatabaseSpecialist’s workflow for data extraction. 

DatabaseSpecialist. Understanding the complex data structure in the SciSci domain is 
essential for bridging abstract concepts and relationships in the research question to specific 
data. We designed the DatabaseSpecialist to comprehend the intricate SciSci data lake, extract 
relevant data, and preprocess it through data cleaning and transformation. This agent 
incorporates a suite of specialized tools: (1) sql_list_table retrieves all available table-level 
descriptions, helping with database navigation, (2) sql_get_schema provides detailed 
structural information for specified tables, including column specifications, data formats, and 
formatted sample rows, (3) sql_query executes the SQL queries generated by the agent, 
returning a preview of the fetched data frame (top k rows and column names) and a temporary 
file path for further use, and (4) name_search performs embedding-based similarity matching 
within a vector database to identify the most semantically relevant entities based on the user’s 
query. This tool is necessary because key entities in the SciSci field–such as scientific fields and 
research institutions–are often referred to by multiple names, making standardization crucial 
for accurate analysis. With these tools, the DatabaseSpecialist can comprehend both the 
delegated tasks and the SciSci data structure to extract relevant data segments for further 
analysis. 

 
Figure 7: An example of the AnalyticsSpecialist’s workflow for analysis and visualization. 

AnalyticsSpecialist. Once SciSciGPT has established an understanding of the relevant SciSci 
literature and the data lake, it needs to conduct the analysis and derive insights. As SciSci is an 
inherently multidisciplinary field, research in this area requires familiarity with a diverse range 
of computational methods, from basic statistical techniques (e.g., descriptive and regression 
analysis) to advanced modeling approaches (e.g., machine learning). Thus, we designed the 
AnalyticsSpecialist to implement appropriate methodologies, write and execute code to conduct 
the analysis, and generate insights through text and visualizations that are tailored to the user’s 
query. The agent integrates three open-source tools within isolated, stateful sandboxes to enable 
efficient code execution, debugging, and refinement: (1) python offers extensive machine 
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learning frameworks and general-purpose programming capabilities, (2) r provides robust 
statistical computing and visualization libraries, and (3) Julia provides high-performance 
scientific computing capabilities with concise syntax. Together, these tools equip the agent with 
comprehensive analytics toolkits, allowing it to write and execute code and create new analyses.  

 
Figure 8: An example of the EvaluationSpecialist’s workflow for multi-level self-evaluation. After the 
ResearchManager assigns a task to a specialist agent (e.g., AnalyticsSpecialist), and the specialist begins the task, the 
EvaluationSpecialist systematically evaluates the specialist’s tool calls. The evaluation process occurs in three stages: 
(1) the tool evaluation assesses the success of individual tool executions; (2) a visual evaluation systematically 
assesses any visualization that is generated; and (3) a final workflow evaluation examines the complete execution 
chain after the specialist finishes the task. The EvaluationSpecialist provides the specialist agent with feedback at 
each stage, including a score and specific suggestions for improvement when needed. It also provides the 
ResearchManager with a task report. 

EvaluationSpecialist. To ensure the quality and reliability of these AI-generated analyses, 
processes, and findings, we designed the EvaluationSpecialist to conduct multi-level self-
evaluations, which include tool evaluations, visual evaluations, and task evaluations. The tool 
evaluation assesses each specialist's tool usage by analyzing the task context, including the task 
assigned by the ResearchManager, the workflow history, the tool parameters, and the tool 
response. The visual evaluation assesses any visualization that is generated, typically by the 
AnalyticsSpecialist. The EvaluationSpecialist examines the figure comprehensively, considering 
its alignment with the task, the data it uses, and its adherence to visual design principles. The 
visual evaluation results in a list of suggestions for potential improvements that the specialist 
agent can use to refine the visualization. And the task evaluation analyzes the entire workflow 
after a specialist agent completes its task and no more tool calls are created. The 
EvaluationSpecialist then provides a comprehensive execution report to the ResearchManager. 

For each of these assessments, the EvaluationSpecialist assigns a reward score to guide the 
other agents' next steps. Depending on the score, SciSciGPT either continues with its current 
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approach, makes minor adjustments, or backtracks for major revisions. This multi-level self-
evaluation mechanism ensures that SciSciGPT maintains quality control throughout complex 
research tasks. 
 
4.4 - Implementation 

Meta-Prompting for Reasoning: SciSciGPT uses meta-prompting to facilitate the reasoning 
chain in slow-thinking LLMs70–72, enhancing their ability to engage in deeper, more structured 
analytical processes. This approach incorporates two key functionalities: (1) structured 
reasoning, which guides logical step-by-step analysis, and (2) verbal reinforcement learning, 
which refines responses through iterative feedback and adaptation. Structured reasoning 
requires SciSciGPT to use a comprehensive tag taxonomy with predefined XML-style tags, such 
as <thinking>, <step>, <reflection>, <answer>, <count>, and <reward>, which 
represent distinct cognitive stages in the LLM's reasoning process. These labels ensure that 
responses are organized into clear, logical, and maintainable steps. By contrast, verbal 
reinforcement learning enables SciSciGPT to adjust its progress based on the reward score it 
receives from the EvaluationSpecialist. We provide detailed meta-prompts for all agents in SN 
2. 

Contextual Memory Management: Given SciSciGPT’s the extensive workflows, the 
multimodal input and output, and the iterative feature for progressive research workflow, it 
must maintain focus and efficiency during iterative and resource-intensive multi-turn literature 
retrieval or data-driven insight exploration. As long-context conversations pose significant 
challenges to LLMs, SciSciGPT employs several mechanisms to compress the context, optimize 
prompt quality, minimize redundancy, and improve computational efficiency73,74 by pruning 
content less relevant to ongoing reasoning: (1) The LiteratureSpecialist, DatabaseSpecialist, 
and AnalyticsSpecialist operate independently, with context limited to their assigned task, while 
the ResearchManager maintains visibility into all agents' reasoning chains. (2) The 
<thinking> tag serves as a scratchpad for inner monologue, where all agents are prompted to 
engage in comprehensive and detailed reasoning. These reasoning details are invisible to other 
agents. (3) Rather than presenting raw images of all generated figures in the context, SciSciGPT 
transforms the modality of all generated figures into a textual representation using the 
capability of EvaluationSpecialist to output structured textual summaries of generated figures 
(i.e., retaining the <evaluation> and <caption> outputs).  

Web Interface for Collaborative Research: SciSciGPT's conversational web interface is a 
standard chat interface, like ChatGPT, with account management, persistent history, and multi-
modal support for text, code, visualizations. This design enables researchers to iteratively refine 
queries and explore insights through the back-and-forth interaction for scientific workflows. 

5 – LLM Agent Capability Maturity Model 

While SciSciGPT focuses on the science of science as a testbed, its architecture design suggests 
broader applicability across data-intensive domains, especially those in computational social 
science. To better understand its generalizability, we propose an LLM agent capability maturity 
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model, building on key concepts from system development75–77, which allows us to formalize 
essential progression stages for AI research collaborators through a four-tiered developmental 
roadmap. This roadmap not only guides the current designs of SciSciGPT, which is a proof-of-
concept for this capability maturity model, but also provides further pathways for enhancement. 

 

Figure 9: LLM Agent Capability Maturity Model: A four-level progression framework showing 1) Functional 
Capabilities - extending LLMs through specialized tools for knowledge access, data processing, and methodology 
implementation; 2) Workflow Orchestration - implementing planning and reasoning mechanisms for complicated 
research task; 3) Memory Architecture - maintaining information persistence, adaptation, and customization 
throughout multiple interactions; and 4) Human-AI Interaction - defining different modes of system engagement. 
Colored blocks highlight components implemented in SciSciGPT, balancing technical complexity with research 
effectiveness. 

We envision four progressive maturity levels that define increasingly sophisticated AI 
capabilities (See Supplementary Note 3 for details). First, functional capabilities extend LLMs 
beyond text generation through specialized tools for domain knowledge access, data processing, 
and implementing statistical methods, which are fundamental elements for the specialized 
agents (i.e., the tools of LiteratureSpecialist, DatabaseSpecialist, and AnalyticsSpecialist in 
SciSciGPT). Second, workflow orchestration introduces planning and reasoning mechanisms. In 
the context of SciSciGPT, planning is exemplified by our ResearchManager-Specialists 
architecture, which mirrors human research team structures. The meta-prompting and the 
EvaluationSpecialist enable the reflective reasoning ability. Third, memory architecture 
maintains the overall information environment throughout the research processes, enabling 
agents to use previous interactions and histories to facilitate adaptation and customization 
based on their specific needs. SciSciGPT implements selectively controlled prompt and context 
management to maintain focus and efficiency across progressive explorations. Fourth, human-
AI interaction captures the interactive components of the systems, facilitating conversational 
progressive research workflows. As a proof of concept of the capability maturity model, 
SciSciGPT selectively implements core components in each level (highlighted as colored blocks 
in Figure 9), while balancing implementation complexity against practical utility, prioritizing 
research effectiveness over maximum technical sophistication. As AI agents increase their 
capabilities and reach, the model presented in Fig. 9 may serve as a useful roadmap to facilitate 
more comprehensive human-AI collaborations. 

 

Knowledge

Data

Methodology

Planning

Reasoning

Context

Non-parameter

Parameter

Predefined

Conversational

Human-as-a-tool

Functional 
Capabilities

Workflow
Orchestration

Memory
Architecture

Human-AI
Interaction



20 

6 - Expert Review 

We assess SciSciGPT’s effectiveness, efficiency, and usability as an AI research collaborator 
through (1) a quantitative comparison of its response time and accuracy to those of human 
researchers answering the same research questions and (2) a semi-structured interview with 
SciSci experts after introducing them to the system.  

6.1 - Quantitative comparison 

We compared the performance of SciSciGPT with that of three domain researchers with 
different levels of expertise (pre-doctoral, doctoral, and post-doctoral) to develop an initial 
assessment of the system’s effectiveness and efficiency. The participants reported an average of 
3.7 years of data science experience and 1.7 years of experience in SciSci research. We provided 
the participants with identical environments (datasets and Python/R coding platforms) and 
communicated the task by giving them the same inputs we gave to SciSciGPT. They were 
permitted to use all their standard research tools, including web resources, existing codebases, 
LLMs for coding, and IDE plugins. They were, however, not permitted to use SciSciGPT.  

After the participants completed the tasks, we invited three postdoctoral researchers to review 
the participants’ results and SciSciGPT’s output, assessing each with a five-point scale (higher 
score indicates better effectiveness) across five dimensions: effectiveness, technical soundness, 
analytical depth, visualization quality, and documentation clarity.  

 
 

Figure 10: Research efficiency and effectiveness comparison. a) Time allocation across workflow 
components (data processing, analytics, visualization, LLM + web searching). b) Average postdoctoral evaluator 
workflow effectiveness rating on a five-point scale for each participant and SciSciGPT. 

Figure 10 presents the time-to-completion across all tasks for SciSciGPT and the human 
participants, as well as the postdoctoral reviewers’ average ratings for each dimension of our 
research quality assessment. We find that SciSciGPT significantly accelerated the research 
process, completing the same tasks in about 10% of the average time required by experienced 
researchers in the field. Notably, all participants utilized LLMs to assist with coding tasks during 
the study, making this comparison particularly relevant for understanding SciSciGPT's 
contributions to modern research workflows. 

More importantly, when evaluating the quality of work, expert evaluators found that 
SciSciGPT's output is systematically better than the human researchers' work across all 
dimensions. It is possible, however, that participants were operating under task-completion 
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constraints, and that their results may not reflect the full picture of their capabilities, especially 
in unconstrained research settings with unlimited time for refinement. Nevertheless, these 
findings suggest that SciSciGPT may outperform experienced researchers for tasks requiring a 
2–3-hour completion time, delivering superior results across multiple quality dimensions while 
requiring much less time. 

Evaluators also noted that SciSciGPT tended to produce excessively detailed documentation. On 
the one hand, this extended the evaluators' reading time and increased their cognitive load, 
potentially leading to a sub-optimal user experience. On the other hand, the detailed 
documentation highlights a key advantage of human-AI collaborations enabled by systems like 
SciSciGPT, where each step of the analyses is meticulously documented and can be revisited 
later or by other researchers as needed. This could substantially facilitate the reproducibility of 
research. Overall, the lengthy documentation underscores the trade-off between 
comprehensiveness and brevity and highlights the need for further refinement. 

6.2 - Semi-structured interviews 

We introduced SciSciGPT to three SciSci expert researchers (EA, EB, and EC) to gather qualitative 
insights. We first conducted a 10-minute walkthrough of the system’s architecture and core 
functionalities, followed by 30 minutes of system exploration in which the experts experimented 
with SciSciGPT and asked clarifying questions. Then, we conducted 60-minute semi-structured 
interviews using a standardized questionnaire (see SN 4). The interviews probed the experts’ 
research practices, as well as their thoughts on SciSciGPT’s database repository, the AI 
capabilities, and the human-AI collaboration workflow it enables. All sessions were recorded 
and transcribed for analysis, with key findings summarized below. 

We began by exploring the experts’ current research processes to identify potential SciSciGPT 
integration points. All three reported using standard computational tools: Jupyter 
Notebook/RStudio with Pandas and literature search tools like Google Scholar/Elicit. While 
they occasionally use ChatGPT for coding assistance, they do not employ more advanced AI 
tools such as autonomous agents or IDE plugins, highlighting the limited adoption of LLMs in 
current workflows.  

When discussing research challenges, experts consistently highlighted data management as a 
primary pain point, with EC noting, "Loading large datasets is annoying. Also dealing with 
messy data." EA expressed frustration with traditional data processing workflows, describing 
tasks like "loading large CSV, TSV into memory" and data cleaning as time-consuming 
bottlenecks. Our experts estimated that the integrated SciSciNet dataset can be used to address 
the vast majority of SciSci research questions, highlighting the comprehensiveness of the data 
coverage. At the same time, they also suggested ways to further improve the data coverage, 
including expanding SciSciNet with additional public databases and enabling seamless 
integration of external and user-uploaded data. 
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All experts found SciSciGPT valuable for early-stage data exploration and prototyping. Experts 
agreed that the ResearchManager, as the central controller of the multi-agent framework, 
effectively decomposed user questions into manageable tasks. EA noted that DatabaseSpecialist 
operates "faster than humans" with generally reliable results. The EvaluationSpecialist received 
particularly strong positive feedback for its visualization assessment capabilities, with EB noting 
that it "spots problems" and "generates helpful suggestions about visualization clarity." The 
experts also commended the LiteratureSpecialist’s ability to generate logical iterative 
workflows. 

After engaging with the system, our experts also identified occasional failure cases. EB found 
instances of database downsampling through unnecessary LIMIT clauses in BigQuery. They 
also observed coordination issues. For example, if the DatabaseSpecialist failed to collect 
necessary data, the AnalyticsSpecialist could produce unreliable outputs. EC found that the 
AnalyticsSpecialist’s analytical choices occasionally deviated from their personal preferences 
and field conventions. They also noted SciSciGPT’s inability to implement advanced statistical 
models, like exponential random graph models (ERGM). These specific instances highlighted 
areas for future improvements. 

All experts considered SciSciGPT's interactive features important, reporting that they 
particularly value the ability to ask follow-up questions, clarify intentions, explore topics in-
depth, and request more explanations of previous responses. However, the presentation of the 
system's research workflow documentation received mixed feedback. While all experts agreed 
on the necessity of complete workflow transparency, they diverged in the appropriate level of 
information granularity. EA and EC expressed concern that the system response could be 
overwhelming. For example, EB explained, “Details are good, but maybe it's a little too much. 
But it’s generally good. It would be better if it were collapsible and expandable." Overall, the 
experts recommended clearer differentiation between the types of information (e.g., content 
from specific agents or tools) and the levels of information. They suggested, for example, that 
the system could default to collapsing the detailed reasoning chain and code snippets for a more 
streamlined presentation. 

Our experts also raised important cautions. “I feel uncomfortable trusting something not 
generated by myself. As a researcher, I'm responsible for all mistakes. Ultimately, it will be my 
name on the paper.” They compared working with the AI collaborator to pre-doctoral assistants; 
both require explicit guidance. While they appreciated SciSciGPT's greater transparency 
compared to human collaborators, they emphasized the substantial effort required to validate 
the system’s results. Ultimately, trust appears to be an important factor in collaboration—
whether it is with a human or AI.  

Overall, while a broader evaluation is necessary to strengthen these findings, our preliminary 
assessments highlight SciSciGPT’s ability to leverage multiple LLM functionalities to streamline 
SciSci research processes. The system automates data extraction, implements complex 
methodologies, creates visualizations, and demonstrates advanced cognitive abilities in 
planning, error handling, and refinement. At the same time, our expert reviews and evaluations 
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also suggest several ways that SciSciGPT can be further enhanced, including 1) the adaptation of 
ongoing LLM advancements, such as large reasoning models and reinforcement learning-based 
post-training on related tasks; 2) architectural improvements that integrate enhanced RAG 
techniques and improve the documentation of methodological choices; 3) database module 
improvements that incorporate broader data sources and support user data imports; and 4) 
interface refinements, including options to adjust the information granularity of 
implementation details and more flexible visualization options.  

7 - Discussion 

Taken together, by automating technical workflows, SciSciGPT reduces research task 
completion time from hours to minutes, allowing researchers to focus on the creative and 
interpretive aspects of their work. This seems particularly beneficial in early-stage research, idea 
generation, and verification processes. Beyond time savings, SciSciGPT lowers technical barriers 
to entry, broadening participation in the field by enabling those with basic domain knowledge 
but limited technical skills to explore data more effectively. The acceleration of research and 
broadening of participation has the potential to shift how researchers work and collaborate. 

While this paper focuses on the field of the science of science, the framework offered by 
SciSciGPT may extend to other computational disciplines. Indeed, the integration of data, 
research methods, and literature is not unique to SciSci, but rather, with appropriate 
adjustments, such AI-powered research assistants may find wide applicability in other domains, 
especially those that are data-intensive or span multiple disciplines. Such systems could 
democratize access, enable more sophisticated analyses, and empower researchers to address 
complex questions with greater efficiency and effectiveness.   

It is important to reckon with ethical considerations as AI plays a greater role in research and 
discovery. Automating traditional research tasks like data analysis increasingly blurs the 
distinction between human contributions and machine-generated work, which may challenge 
established norms around authorship and intellectual ownership. Widespread adoption of 
systems like SciSciGPT could also have implications for early-career researchers and newcomers 
to the field and may hinder their ability to develop essential analytical skills, potentially leading 
to a research workforce less equipped to verify, challenge, or refine AI-generated insights. 
Moreover, research78,79 reveals disparities in AI tool adoption across groups and fields, 
suggesting unequal access and adoption in the research community. Lastly, as AI systems 
continue to grow in relevance for researchers, it raises the question of whether such human-AI 
collaborations could shape the trajectory of the field, by influencing the questions researchers 
prioritize and the methodologies considered valid. For example, if researchers tend to prioritize 
problems that align with the strengths of SciSciGPT, other crucial areas of inquiry that are less 
compatible with the use of such tools may be marginalized, potentially narrowing the scope and 
diversity of the field over time. 

Given these considerations, the development and adoption of promising AI systems like 
SciSciGPT demand careful and thoughtful approaches that preserve the human element in 
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scientific discovery while leveraging AI to augment researchers’ productivity. The human-
machine partnership envisioned in SciSciGPT emphasizes the importance of complementing AI-
driven analyses with human oversight and expertise. With time, the research community may 
develop guidelines and best practices to ensure accountability and maintain research integrity. 
By fostering a culture of transparency and collaboration, the research community can harness 
the potential of human-AI collaboration while mitigating its risks.   
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Supplementary Information 
Supplementary Note 1: SciSciGPT Databases 
SciSciNet 

The foundation of SciSciGPT relies on SciSciNet1, a comprehensive SciSci data lake that 
integrates multiple data sources related to scientific activities. This extensive dataset 
encompasses various interconnected entities, including research papers, authors, institutions, 
clinical trials, NIH grants, NSF grants, newsfeeds, social media activity (Twitter), and patents. 
The interconnected nature of these entities provides a rich ecosystem for analyzing the scientific 
enterprise and its broader impacts across multiple domains. 

Data Down-sampling: Given the extensive scale of SciSciNet, we implemented a systematic 
sampling approach to create a more manageable yet representative dataset. Our filtering process 
focused specifically on maintaining the integrity of U.S. domestic institutional networks while 
significantly reducing the dataset's size. The primary filtering criterion centered on U.S. 
domestic institutions and their associated entities. We only retained papers where all authors 
were affiliated with U.S. domestic institutions, ensuring a complete and consistent 
representation of the U.S. research ecosystem. Following this initial paper selection, we applied 
additional filtering to retain only those entities that maintained direct connections to the filtered 
papers. This included associated authors, clinical trials, news coverage, NIH grants, NSF grants, 
Twitter mentions, and patents. This cascading filtering approach ensured that all retained 
entities remained meaningfully connected within the network, preserving the complex 
relationships that characterize the U.S. scientific landscape. 

The resulting filtered dataset represents approximately 10% of the original SciSciNet data 
volume. This reduced dataset preserves the essential network structure and relationships 
between different entities within the U.S. scientific landscape while providing a more focused 
and computationally manageable corpus for analysis. The filtered dataset maintains complete 
coverage of U.S. domestic institutional relationships and provides a comprehensive 
representation of research impact pathways, from initial funding through grants to ultimate 
societal impact through clinical trials, patents, news coverage, and social media engagement. 

PatentsView Enhancement: To enhance the quality and depth of patent-related information 
within SciSciNet, we incorporated additional data from PatentsView, a comprehensive database 
of U.S. patent documents. This enrichment process added several crucial attributes to the patent 
entities, including USPTO patent identification numbers, patent types, grant dates, grant years, 
titles, and abstracts. These supplementary patent attributes provide a more detailed 
characterization of technological innovations emerging from academic research and enable 
more nuanced analyses of knowledge transfer between academic institutions and industry 
applications. 

https://www.zotero.org/google-docs/?Rsi8LW


 

Embedding Enhancement: To enhance SciSciGPT's capabilities in textual analysis and 
retrieval tasks, we implemented comprehensive embedding functionality within the database. 
We created an additional abstract_embedding attribute for all papers and patents, utilizing 
Google Cloud Platform's VertexAI text-embedding-004 model to generate these 
embeddings. To facilitate efficient runtime operations within SQL queries, we developed two 
custom functions: TEXT_EMBEDDING and VECTOR_SEARCH. These functions enable SciSciGPT to 
perform real-time text embedding generation and similarity searches across papers and patents 
directly within SQL queries. 

Figure S1: Entity-relationship diagram for a variant of the SciSciNet database. The database schema 
shows the interconnections between scientific papers and related entities. Note that each diagram (except 
paper_author_affiliations) represents an entity, and their connections labeled as linkages (such as 
paper_nsf, paper_patents, etc.) are also tables in the database. Each entity is identified by a primary key (PK), 
and relationships are maintained through foreign key (FK) constraints. 

 



 

SciSciNet Table-level Descriptions 
TableName TableDescription 

authors Each author's id, name, and gender. 

fields Each research field's ID, name, and field level. 

institutions Each institution's ID, name, webpage URL, and geographical coordinate. 

nct Each clinical trial's id. 

newsfeed Each newsfeed's ID, date, and title. 

nih Each National Institutes of Health (NIH) project's id. 

nsf Each National Science Foundation (NSF) funding's id, date and title. 

paper_author_af
filiations 

Many-to-many-to-many relationships between papers, authors, and their 
affiliated institutions. 

paper_citations Many-to-many citation relationships between papers. 

paper_fields Many-to-many relationships between papers and their research fields. 

paper_nct Many-to-many relationships between papers and clinical trials. 

paper_newsfeed Many-to-many relationships between papers and newsfeeds. 

paper_nih Many-to-many relationships between papers and National Institutes of Health 
(NIH) projects. 

paper_nsf Many-to-many relationships between papers and National Science Foundation 
(NSF) awards. 

paper_patents Many-to-many relationships between papers and their patent citations. 

paper_twitter Many-to-many relationships between papers and tweets. 

papers Each paper's ID, publication time, authorship, venue, title, impact metrics, 
title, abstract, embeddings, and many other details 

patents Each patent's id, type, date, year, title, abstract, and embeddings. 

twitter Each tweet's id, date, and URL. 

 

  



 

SciSciNet Table-Schema 
CREATE TABLE `authors` ( 
    `author_id` INT64 NOT NULL OPTIONS(description='(Primary Key) Author Unique Identifier'),  
    `author_name` STRING OPTIONS(description="Author's name"),  
    `author_gender` STRING OPTIONS(description="Author's gender. Options include 'male', 
'female', and 'unknown'.") 
) OPTIONS(description="Each author's id, name and gender.") 

CREATE TABLE `institutions` ( 
    `institution_id` INT64 NOT NULL OPTIONS(description='(Primary Key) A unique identifier for 
each institution.'),  
    `institution_name` STRING OPTIONS(description='Official name of the institution'),  
    `grid_id` STRING OPTIONS(description='Global Research Identifier Database (GRID) ID of the 
institution'),  
    `url` STRING OPTIONS(description='Official webpage URL of the institution'),  
    `latitude` FLOAT64 OPTIONS(description='Geographical latitude of the institution'),  
    `longitude` FLOAT64 OPTIONS(description='Geographical longitude of the institution') 
) OPTIONS(description="Each institution's id, name, webpage url, and geographical coordinate.") 

CREATE TABLE `paper_author_affiliations` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `author_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to authors'),  
    `institution_id` INT64 OPTIONS(description='(Foreign Key) Links to institutions'),  
    `author_order` INT64 NOT NULL OPTIONS(description="Numeric order representing the author's 
position in the list of authors for the paper") 
) OPTIONS(description='Many-to-many-to-many relationships between papers, authors, and their 
affiliated institutions.') 

CREATE TABLE `papers` ( 
    `paper_id` INT64 OPTIONS(description='(Primary Key) Paper Unique Identifier'),  
    `doi` STRING OPTIONS(description='Digital Object Identifier'),  
    `doc_type` STRING OPTIONS(description='Document type. Options include Conference, Journal, 
Thesis, Book, BookChapter, Repository, Dataset'),  
    `year` INT64 OPTIONS(description='Publication year'),  
    `date` STRING OPTIONS(description='Publication date'),  
    `author_count` INT64 OPTIONS(description='Number of authors'),  
    `institution_count` INT64 OPTIONS(description='Number of institutions the authors are 
affiliated with'),  
    `journal_id` INT64 OPTIONS(description='Journal Unique Identifier in which the paper is 
published, if applicable'),  
    `journal_name` STRING OPTIONS(description='Journal name'),  
    `journal_issn` STRING OPTIONS(description='Journal ISSN code'),  
    `journal_publisher` STRING OPTIONS(description='Journal publisher'),  
    `journal_url` STRING OPTIONS(description='Journal web URL'),  
    `conference_id` INT64 OPTIONS(description='Conference Unique Identifier, if applicable'),  
    `conference_abbr_name` STRING OPTIONS(description='Conference abbreviated name'),  
    `conference_name` STRING OPTIONS(description='Conference name'),  
    `citation_count` INT64 OPTIONS(description='Total number of citations received by the 
paper'),  
    `citation_count_pct` FLOAT64 OPTIONS(description='The percentile ranking for 
citation_count, ranging from 0-100'),  
    `citation_count_10y` INT64 OPTIONS(description='Number of citations received within 10 
years of publication'),  
    `citation_count_5y` INT64 OPTIONS(description='Number of citations received within 5 years 
of publication'),  
    `reference_count` INT64 OPTIONS(description='Number of references cited by the paper'),  
    `disruption_score` FLOAT64 OPTIONS(description="Disruption score indicating the paper's 
impact in displacing prior work in its field. Its value spans from -1.0 to 1.0, with higher 
values indicating more disruption"),  
    `disruption_score_pct` FLOAT64 OPTIONS(description='The percentile ranking for 



 

disruption_score, ranging from 0-100'),  
    `novelty_score` FLOAT64 OPTIONS(description="Novelty score, based on the top 10 percentile 
of Z-score of reference pairs, representing the paper's atypicality in terms of knowledge 
combination. Lower values indicate higher novelty"),  
    `novelty_score_pct` FLOAT64 OPTIONS(description='The percentile ranking for novelty_score, 
ranging from 0-100'),  
    `conventionality_score` FLOAT64 OPTIONS(description="Conventionality score, based on the 
median percentile of Z-score of reference pairs, representing the paper's conventionality in 
terms of knowledge combination. Higher values indicate higher conventionality"),  
    `conventionality_score_pct` FLOAT64 OPTIONS(description='The percentile ranking for 
conventionality_score, ranging from 0-100'),  
    `title` STRING OPTIONS(description='Paper title'),  
    `abstract` STRING OPTIONS(description='Paper abstract'),  
    `abstract_embedding` ARRAY<FLOAT64> OPTIONS(description='Paper abstract embedding. A 768-
dimensional dense vector, generated by the TEXT_EMBEDDING function, which captures the semantic 
meaning of the text.') 
) OPTIONS(description="Each paper's id, publication time, authorship, venue, title, impact 
metrics, title, abstract, embeddings, and many other details") 

CREATE TABLE `paper_citations` ( 
    `citing_paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to citing 
paper'),  
    `cited_paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to cited paper') 
) OPTIONS(description='Many-to-many citation relationships between papers.') 

CREATE TABLE `fields` ( 
    `field_id` INT64 NOT NULL OPTIONS(description='(Primary Key) A unique identifier for each 
field'),  
    `field_name` STRING OPTIONS(description='The name of the research field'),  
    `field_level` STRING OPTIONS(description="The level of the research field, categorizing it 
as either 'top' or 'sub'") 
) OPTIONS(description="Each research field's id, name and field level.") 

CREATE TABLE `paper_fields` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `field_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to fields'),  
    `is_hit_1pct` BOOL NOT NULL OPTIONS(description='If the paper is in top 1% cited papers 
within its field and publication year'),  
    `is_hit_5pct` BOOL NOT NULL OPTIONS(description='If the paper is in top 5% cited papers 
within its field and publication year'),  
    `is_hit_10pct` BOOL NOT NULL OPTIONS(description='If the paper is in top 10% cited papers 
within its field and publication year'),  
    `normalized_citations` FLOAT64 OPTIONS(description='Number of citations normalized by field 
and year') 
) OPTIONS(description='Many-to-many relationships between papers and theirresearch fields.') 

CREATE TABLE `patents` ( 
    `patent_id` STRING NOT NULL OPTIONS(description='(Primary Key) patent Unique Identifier'),  
    `type` STRING OPTIONS(description='The type of patent (e.g. utility)'),  
    `date` STRING OPTIONS(description='The date the patent was granted'),  
    `year` INT64 OPTIONS(description='The year the patent was granted'),  
    `title` STRING OPTIONS(description='patent title'),  
    `abstract` STRING OPTIONS(description='patent abstract'),  
    `abstract_embedding` ARRAY<FLOAT64> OPTIONS(description='patent abstract embedding') 
) OPTIONS(description="Each patent's id, type, date, year, title, abstract, and embeddings.") 

CREATE TABLE `paper_patents` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to cited papers'), 
    `patent_id` STRING NOT NULL OPTIONS(description='(Foreign Key) Links to citing patents') 
) OPTIONS(description='Many-to-many relationships between papers and their patent citations.') 



 

CREATE TABLE `nct` ( 
    `nct_id` STRING NOT NULL OPTIONS(description='(Primary Key) A unique identifier for each 
clinical trial') 
) OPTIONS(description="Each clinical trial's id.") 

CREATE TABLE `paper_nct` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `nct_id` STRING NOT NULL OPTIONS(description='(Foreign Key) Links to clinical trials') 
) OPTIONS(description='Many-to-many relationships between papers and clinical trials.') 

CREATE TABLE `twitter` ( 
    `tweet_id` INT64 NOT NULL OPTIONS(description='(Primary Key) A unique identifier for each 
tweet'),  
    `date` STRING OPTIONS(description='The date of the tweet'),  
    `url` STRING OPTIONS(description='The URL of the tweet') 
) OPTIONS(description="Each tweet's id, date and URL.") 

CREATE TABLE `paper_twitter` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `tweet_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to tweets') 
) OPTIONS(description='Many-to-many relationships between papers and tweets.') 

CREATE TABLE `newsfeed` ( 
    `newsfeed_id` STRING NOT NULL OPTIONS(description='(Primary Key) A unique identifier for 
each newsfeed, which is also its URL'),  
    `date` STRING OPTIONS(description='The date of the newsfeed'),  
    `title` STRING OPTIONS(description='The title of the newsfeed') 
) OPTIONS(description="Each newsfeed's id, date and title.") 

CREATE TABLE `paper_newsfeed` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `newsfeed_id` STRING NOT NULL OPTIONS(description='(Foreign Key) Links to newsfeeds') 
) OPTIONS(description='Many-to-many relationships between papers and newsfeeds.') 

CREATE TABLE `nih` ( 
    `nih_project_id` STRING NOT NULL OPTIONS(description='(Primary Key) A unique identifier for 
each NIH project') 
) OPTIONS(description="Each national institutes of health (NIH) project's id.") 

CREATE TABLE `paper_nih` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `nih_project_id` STRING NOT NULL OPTIONS(description='(Foreign Key) Links to NIH projects') 
) OPTIONS(description='Many-to-many relationships between papers and National Institutes of 
Health (NIH) projects.') 

CREATE TABLE `nsf` ( 
    `nsf_award_id` STRING NOT NULL OPTIONS(description='(Primary Key) A unique identifier for 
each NSF funding'),  
    `date` STRING OPTIONS(description='The date of the NSF award'),  
    `title` STRING OPTIONS(description='The title of the NSF award') 
) OPTIONS(description="Each national science foundation (NSF) funding's id, date and title.") 

CREATE TABLE `paper_nsf` ( 
    `paper_id` INT64 NOT NULL OPTIONS(description='(Foreign Key) Links to papers'),  
    `nsf_award_id` STRING NOT NULL OPTIONS(description='(Foreign Key) Links to NSF awards') 
) OPTIONS(description='Many-to-many relationships between papers and National Science 
Foundation (NSF) awards.') 



 

Supplementary Note 2: SciSciGPT Framework 
Supplementary Note 2.1: ResearchManager 

Meta-Prompting 
<system> 
<role> 
You are SciSciGPT, an advanced AI agent specialized in decomposing complex tasks into 
manageable tasks and coordinating their execution. Your primary functions include: 
- Analyzing and breaking down complex research problems 
- Identifying key components and potential approaches 
- Assigning tasks and dependent metadata (if necessary) to appropriate agents or resources at 
strategic and tactical levels, avoiding operational details 
- Managing the overall execution of the research or problem-solving process 
- Synthesizing results and providing comprehensive solutions 
</role> 
 
<restrictions> 
- Always prioritize passing references to data sources (paths, identifiers, locations) rather 
than embedding raw data in tasks. 
- When delegating data-dependent tasks, provide access methods to the data rather than the data 
itself. 
- Report data insufficiency honestly rather than substituting with assumptions or alternative 
data. 
- Focus on defining "what" needs to be done rather than prescribing "how" it should be 
accomplished. 
</restrictions> 
 
<instructions> 
Begin by enclosing all thoughts inside <thinking> tags. In this section: 
- Identify key components of the task. 
- List potential approaches or methodologies that could be applied to the task. 
- Use <thinking> as a scratchpad to write out all calculations and reasoning explicitly. 
 
Break down the solution into clear steps within <step> tags. Follow these guidelines: 
- Start with a 20-step budget. Request more steps for complex problems if needed. 
- Use <count> tags after each step to show the remaining budget. 
- Stop when the budget reaches 0. 
 
Continuously adjust your reasoning based on intermediate results and rewards. Adapt your 
strategy as you progress. Use this to guide your approach: 
- 0.8+: Continue current approach 
- 0.5-0.7: Consider minor adjustments 
- Below 0.5: Seriously consider backtracking and trying a different approach 
If unsure or if the reward score is low: 
- Backtrack and try a different approach 
- Explain your decision within <thinking> tags 
 
When possible: 
- Directly address requests without unnecessary complexity. 
 
Use thoughts as a scratchpad, writing out all calculations and reasoning explicitly. 
Synthesize the final answer within <answer> tags, providing a clear, concise summary. 
Conclude with a final reflection on the overall solution, discussing effectiveness, challenges, 
and solutions. Assign a final reward score. 
</instructions> 
</system> 



 

Tool 1: literature_specialist 

Parameters 

task: str = Field(..., description="A concise high-level description of the assigned task.") 

Description 

`literature_specialist` is a specialized agent focused on literature understanding Science of 
Science literature. 
It helps with: 
1. Locating and retrieving relevant papers from the Science of Science literature 
2. Extracting key methodological approaches and findings from papers 
3. Highlighting implications and applications of existing Science of Science research 
Call this agent when the user explicitly asks for the Science of Science literature. 
Invoke this tool to assign a task to `consultant`. 

Tool 2: database_specialist 

Parameters 

task: str = Field(..., description="A concise high-level description of the assigned task.") 

Description 

` database_specialist` is a specialized agent focused on scholarly data preparation and 
preprocessing. 
It helps with: 
1. Navigate complex scholarly databases 
2. Identify and extract relevant data segments 
3. Clean and transform data through preprocessing steps 
Invoke this tool to assign a task to `dataist`. 

Tool 3: analytics_specialist 

Parameters 

task: str = Field(..., description="A concise high-level description of the assigned task.") 

Description 

`analytics_specialist` is a specialized agent with access to data analytical tools, including 
Python and R sandboxes. It helps with: 1. Implementing statistics, modeling, and data analysis 
methodologies. 2. Generating visualizations 3. Any other tasks requires coding. However, 
`analyst` does not have direct access to any database. Invoke this tool to assign a task to 
`analyst`. 

 
  



 

Supplementary Note 2.2: LiteratureSpecialist 

Meta-prompt 
<system> 
<role> 
You are `LiteratureSpecialist`, a specialized agent focused on understanding SciSci literature. 
You could: 
- Locating and retrieving relevant papers from the SciSci literature 
- Extracting key methodological approaches and findings from papers 
- Highlighting implications and applications of existing SciSci research 
</role> 
 
<restrictions> 
- When the task is accomplished, directly end the conversation without creating any summary or 
review of your workflow. 
</restrictions> 
 
<instructions> 
Begin by enclosing all thoughts inside <thinking> tags. In this section: 
- Identify key components of the task. 
- List potential approaches or methodologies that could be applied to the task. 
- Use <thinking> as a scratchpad to write out all calculations and reasoning explicitly. 
 
Break down the solution into clear steps within <step> tags. Follow these guidelines: 
- Start with a 20-step budget. Request more steps for complex problems if needed. 
- Use <count> tags after each step to show the remaining budget. 
- Stop when the budget reaches 0. 
 
Continuously adjust your reasoning based on intermediate results and rewards. Adapt your 
strategy as you progress. Use this to guide your approach: 
- 0.8+: Continue current approach 
- 0.5-0.7: Consider minor adjustments 
- Below 0.5: Seriously consider backtracking and trying a different approach 
If unsure or if the reward score is low: 
- Backtrack and try a different approach 
- Explain your decision within <thinking> tags 
 
When possible: 
- Directly address requests without unnecessary complexity. 
 
Use thoughts as a scratchpad, writing out all calculations and reasoning explicitly. 
</instructions> 
</system> 

Tool: search_literature 

Parameters 

query: str = Field(..., description="The search query to find relevant papers and sections in 
the SciSci literature") 
k: int = Field(10, description="A larger value provides more results", ge=1) 
section: Literal["All", "Abstract", "Introduction", "Related Works", "Methodology", "Results", 
"Discussion", "Conclusion", "Appendix", "Acknowledgement"] = Field(..., description="Filter 
results to only of a specific section (All for all sections)") 

Description 



 

Function: Performs an advanced semantic search across Science of Science literature to find 
relevant papers and sections. 
Output: A comprehensive literature review with: 
- Relevant paper sections and quotes 
- Full citations with author names 
- DOI links when available 
- Contextual summary connecting the results to the query 
Note: This tool specializes in Science of Science literature only. 

 
  



 

Supplementary Note 2.3: DatabaseSpecialist 

Meta-prompt 
<system> 
<role> 
You are `DatabaseSpecialist`, a specialized AI agent focused on data preparation and 
preprocessing. Your capabilities include: 
- Navigate complex databases. 
- Identify and extract relevant data segments. 
- Clean and transform data through preprocessing steps. 
</role> 
 
<restrictions> 
- Always retrieve the schema of all related tables before executing any database query, 
including retrieving table names, table schemas, and name matching. 
- Always prioritize passing references to data sources (paths, identifiers, locations) rather 
than embedding raw data. 
- When the task is accomplished, directly end the conversation without creating any summary or 
review of your workflow. 
</restrictions> 
 
<instructions> 
Begin by enclosing all thoughts inside <thinking> tags. In this section: 
- Identify key components of the task. 
- List potential approaches or methodologies that could be applied to the task. 
- Use <thinking> as a scratchpad to write out all calculations and reasoning explicitly. 
 
Break down the solution into clear steps within <step> tags. Follow these guidelines: 
- Start with a 20-step budget. Request more steps for complex problems if needed. 
- Use <count> tags after each step to show the remaining budget. 
- Stop when the budget reaches 0. 
 
Continuously adjust your reasoning based on intermediate results and rewards. Adapt your 
strategy as you progress. Use this to guide your approach: 
- 0.8+: Continue current approach 
- 0.5-0.7: Consider minor adjustments 
- Below 0.5: Seriously consider backtracking and trying a different approach 
If unsure or if the reward score is low: 
- Backtrack and try a different approach 
- Explain your decision within <thinking> tags 
 
When possible: 
- Directly address requests without unnecessary complexity. 
 
Use thoughts as a scratchpad, writing out all calculations and reasoning explicitly. 
</instructions> 
</system> 

Tool: SQL List Table 

Parameters: None 

Description 

Function: List all available tables in the SQL database. 
Input: An empty string. 



 

Output: The names and brief descriptions of all tables in the database. 

Tool: SQL Get Schema 

Parameters 

query: str = Field(default="", description="A list of table names separated by commas. For 
example, `table1, table2, table3`.") 

Description 

Function: Retrieves detailed schema information and sample rows for specified tables. 
Input: A comma-separated list of table names. If left empty, retrieve information for all 
available tables. 
Output: 
For each specified table: 
1. Detailed column information (names, data types, descriptions) 
2. Sample rows to illustrate the data structure 
Dependencies: 
1. Use `sql_list_table` to get a list of all available tables. 

Tool: SQL Query 

Parameters 

query: str = Field(..., description="A valid SQL query compatible with Google BigQuery 
dialect.") 
display_rows: int = Field(10, description="The number of rows to display in the preview.") 

Description 

Function: Executes a SQL query on Google BigQuery. 
Input:  
1. A valid SQL query compatible with Google BigQuery dialect. 
2. The number of rows to display. Note that this only controls the preview of the result table, 
the complete result is always stored in the file. So you could always read the file to get the 
complete result. 
Output: 
1. The result table.  
2. The file path where the complete result is stored. 
Dependencies: 
1. Use `sql_get_schema` and `sql_list_table` to retrieve the schema of relevant tables. 
2. Use `search_name` for accurate name matching if needed. 
 
Note:  
1. Ensure your query is well-formed 
2. Ensure all tables and columns actually exist in the database 
 
Custom functions: 
`SciSciNet_US_V5.TEXT_EMBEDDING` is defined to convert text to embeddings. 
`VECTOR_SEARCH` is defined to perform similarity search (Note that the result sub-table is 
named as `base`). 
 



 

Example query: 
```sql 
-- Get papers that are relevant to the search query 
SELECT 
  vs.base., vs.distance 
FROM VECTOR_SEARCH( 
  TABLE SciSciNet_US_V5.papers, 
  "abstract_embedding", 
  (SELECT SciSciNet_US_V5.TEXT_EMBEDDING('YOUR SEARCH QUERY')),  
  top_k => NUMBER_OF_RESULTS 
) vs 

Tool: Name Search 

Parameters 

column: str = Field(..., description="Specifies the database column to search within. Current 
valid options only include field_name and institution_name.") 
value: str = Field(..., description="Defines the name to search for within the specified 
column.") 

Description 

Function: Searches for and retrieves the closest matches for institution or field names in the 
database, for name disambiguation and finding standardized names. 
Input:  
1. column: Specifies which column to search in. Must be either 'field_name' or 
'institution_name'. 
2. value: The search term to look for within the specified column. 
Output: A markdown-formatted table of the best-matching rows, including relevant metadata. 

 
  



 

Supplementary Note 2.3: AnalyticsSpecialist 

Meta-prompt 
<system> 
<role> 
You are `AnalyticsSpecialist`, a specialized AI agent focused on statistical analysis and 
visualization. Your capabilities include: 
- Implementing statistics, modeling, and data analysis methodologies. 
- Generating visualizations. 
- Performing any other tasks that require coding. 
You have access to Python and R sandboxes for these purposes. 
</role> 
 
<restrictions> 
- When accessing data, prioritize using proper file paths and data loading rather than 
hardcoding values. 
- If data is insufficient, report this honestly instead of substituting it with placeholder 
data.  
- When the task is accomplished, directly end the conversation without creating any summary or 
review of your workflow. 
- Never generate synthetic or assumed data unless explicitly requested by the user. 
</restrictions> 
 
<instructions> 
Begin by enclosing all thoughts inside <thinking> tags. In this section: 
- Identify key components of the task. 
- List potential approaches or methodologies that could be applied to the task. 
- Use <thinking> as a scratchpad to write out all calculations and reasoning explicitly. 
 
Break down the solution into clear steps within <step> tags. Follow these guidelines: 
- Start with a 20-step budget. Request more steps for complex problems if needed. 
- Use <count> tags after each step to show the remaining budget. 
- Stop when the budget reaches 0. 
 
Continuously adjust your reasoning based on intermediate results and rewards. Adapt your 
strategy as you progress. Use this to guide your approach: 
- 0.8+: Continue current approach 
- 0.5-0.7: Consider minor adjustments 
- Below 0.5: Seriously consider backtracking and trying a different approach 
If unsure or if the reward score is low: 
- Backtrack and try a different approach 
- Explain your decision within <thinking> tags 
 
When possible: 
- Directly address requests without unnecessary complexity. 
- Include clear mid-level comments for: 
 - Key execution steps and their purpose 
 - Critical implementation decisions and their rationale  
 - Data transformation logic and assumptions 
 
Use thoughts as a scratchpad, writing out all calculations and reasoning explicitly. 
</instructions> 
</system> 



 

 
Tool: Python 

Parameters 

query: str = Field(..., description="Python code snippet to run") 

Description 

Execute Python code in a persistent Jupyter environment.  
Input: Any valid Python code snippet to run.  
Output: Standard output, error messages, and output images.  
Note: Don't save output images to disk. Output images will be rendered automatically. 

Tool: R 

Parameters 

query: str = Field(..., description="R code snippet to run") 

Description 

Execute R code in a persistent R environment.  
Input: Any valid R code snippet to run.  
Output: Standard output and error messages.  
Note: you need to call `print(p)` to render the figure. 

 
  



 

Supplementary Note 2.4: EvaluationSpecialist 

Meta-prompt: tool evaluation 
<system> 
<task> 
Based on the above, your task is to evaluate the newest tool call using the following steps. 
</task> 
<instructions> 
Assign a quality score for the newest tool call between 0.0 and 1.0 using the <reward> tag: 
   - 0.8+: Continue current approach 
   - 0.5-0.7: Consider minor adjustments 
   - Below 0.5: Seriously consider backtracking and trying a different approach 
Only if the reward score is low: 
   - briefly explain your decision within <reflection> tags 
</instructions> 
<restrictions> 
You must strictly follow the above format. The response must only include <reward> and (if 
needed) <reflection> tags. 
</restrictions> 
</system> 

  



 

Meta-prompt: visual evaluation (when any figure is generated) 
<system> 
<task> 
You are a Nature reviewer. The figure is generated according to request. Your task is to 
thoroughly evaluate the figure for Nature criteria. 
</task> 
 
<instructions> 
Begin by enclosing all thoughts inside <thinking> tags. In this section, evaluate the figure 
from multiple aspects: 
User intention alignment: 
   - key message visibility 
   - visualization entry points that immediately draw attention 
   - key messages (main patterns or trends that stand out) 
   - visual form choices, visual hierarchy 
   - and surprising or unexpected elements 
Data assessment:  
   - data completeness,  
   - statistical accuracy,  
   - data coverage effectiveness,  
   - outlier treatment,  
   - data annotation 
   - missing data handling 
Visual form:  
   - element relationships & arrangement 
   - color effectiveness & informativeness 
   - element sizing 
   - opacity usage 
   - occlusion issues 
   - typography 
   - potential redundant elements that might distract from the key message. 
 
Create a short and concise caption within <caption> tag, focusing on key visual elements, key 
messages, data representations, and layout structure. 
 
If and only if there are explicit significant issues identified in the analysis, provide 
specific improvement suggestions within <reflection> tags. Focus on concrete, actionable 
improvements rather than minor optimizations.  
 
Assign a quality score between 0.0 and 1.0 using <reward> tags: 
0.8+: Continue current approach 
0.5-0.7: Address identified issues 
Below 0.5: Consider major revision 
<instructions> 
 
<restrictions> 
Your response must only use <thinking>, <caption>, <reward>, and (if needed) <reflection> tags. 
<restrictions> 
</system> 

  



 

Meta-prompt: task evaluation (after any specialist completes a task) 
<system> 
<task> 
Analyze the above task accomplishment workflow and provide a comprehensive reflection. 
</task> 
<instructions> 
Begin by enclosing all thoughts inside <thinking> tags. In this section: 
   - Break down the task into key components and requirements 
   - List potential approaches or methodologies applied to the task 
   - Identify key performance indicators and metrics used in the task 
   - Explore multiple angles and approaches to the problem 
   - Show all calculations and intermediate steps explicitly 
   - Record any adjustments made during the execution 
   - Note challenges encountered and solutions attempted 
   - Track resource usage and optimization efforts 
   - Compare the approach used to best practices in the field 
   - Use <thinking> as a scratchpad to write out all calculations and reasoning explicitly. 
 
Provide a clear and concise execution report within <report> tags. This report should: 
   - synthesize your thoughts and observations into a coherent summary of the task 
accomplishment process. 
   - Identify key components, critical steps, methodological choices, and key outcomes of the 
task. 
 
Assign a final reward score for the task accomplishment between 0.0 and 1.0 using <reward> 
tags: 
   - 0.8+: Continue current approach 
   - 0.5-0.7: Consider minor adjustments 
   - Below 0.5: Seriously consider backtracking and trying a different approach 
Justify your score very briefly within <thinking> tags. 
</instructions> 
</system> 

 
  



 

Supplementary Note 2.4: ResearchManager 

Meta-prompt 

This prompt is used as the system prompt for the ResearchManager; the system prompts for 
the LiteratureSpecialist, DatabaseSpecialist, and AnalyticsSpecialist are largely the same. The 
EvaluationSpecialist prompt is presented in its own section. 

Begin by enclosing all thoughts within <thinking> tags, exploring multiple angles and 
approaches. 
Break down the solution into clear steps within <step> tags. Start with a 20-step budget, 
requesting more for complex problems if needed. 
Use <count> tags after each step to show the remaining budget. Stop when reaching 0. 
Continuously adjust your reasoning based on intermediate results and reflections, adapting your 
strategy as you progress. 
Regularly evaluate progress using <reflection> tags. Be critical and honest about your 
reasoning process. 
Assign a quality score between 0.0 and 1.0 using <reward> tags after each reflection. Use this 
to guide your approach: 
0.8+: Continue current approach 
0.5-0.7: Consider minor adjustments 
Below 0.5: Seriously consider backtracking and trying a different approach 
If unsure or if the reward score is low, backtrack and try a different approach, explaining 
your decision within <thinking> tags. 
Always retrieve the schema of all related tables before executing any database query, including 
retrieving table names, table schemas, and name matching. 
Explore multiple solutions individually if possible, comparing approaches in reflections. 
Use thoughts as a scratchpad, writing out all calculations and reasoning explicitly. 
Synthesize the final answer within <answer> tags, providing a clear, concise summary. 
Conclude with a final reflection on the overall solution, discussing effectiveness, challenges, 
and solutions. Assign a final reward score. 

 

  



 

Supplementary Note 3: LLM Agent Capability Maturity 
Model

 
Figure S3: LLM Agent Capability Maturity model for AI collaborators in computational social science. 

To better understand the generalizability of SciSciGPT, we propose a capability maturity model 
for the development of AI collaborators for data-intensive domains. This framework delineates 
four distinct stages of design, each representing an aspect of advanced and complex AI 
capabilities.  

Supplementary Note 3.1 - Functional Capabilities 

The first and most fundamental level of AI agent development centers on establishing essential 
functional capabilities that allow LLMs to move beyond text generation. Advanced prompt 
engineering and structured protocols enable LLMs to invoke external tools and programs, 
transforming them into interactive agents capable of engaging meaningfully with complex 
research environments. AI agents require tools in three core research components for effective 
collaboration: accessing domain knowledge, processing data, and implementing statistical 
analysis methods. We present details regarding each area below. 

(1) Knowledge access, represented by the tools of LiteratureSpecialist in SciSciGPT, requires 
a set of tools that enable the LLM to understand established conclusions and research 
conventions in a specific domain. Using retrieval-augmented generation (RAG), AI agents can 
access published papers and summarize relevant literature, capturing insights about theoretical 
frameworks, data analysis approaches, and methodological choices that can inform a specific 
user question, by accessing published papers, evolving from internal parametric knowledge. 

(2) Data processing enables the agent to understand the complex data structure in a 
particular domain, to connect the abstract concepts in the research question to relevant data 
that can be used for analysis, and to extract and clean the necessary data. This capability, 
represented by the tools in DatabaseSpecialist in SciSciGPT, requires the LLM to use tools to 
retrieve data descriptions and schemas that allow for successful data navigation; identify 
appropriate data segments for the particular research question; execute queries to extract the 
data; and aggregate and clean the data to prepare it for analysis. A database repository that is 
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specific to the particular domain—like SciSciNet and SciSciCorpus for SciSciGPT—can provide 
LLM agents data processing abilities. 

(3) Statistical analysis enables the agent to derive new insights from relevant data to respond 
to a user’s question. Represented by the AnalyticsSpecialist in SciSciGPT, this function includes 
analytical techniques for research data, encompassing both explanatory analysis (descriptive 
statistics, regression analysis, network analysis, and causal inference) and predictive analysis 
(machine learning and deep learning methods for regression and classification). Even at this 
first stage of AI collaborator development, there can be considerable variation in the 
sophistication of the LLM agents’ analytical abilities. 

Supplementary Note 3.2 - Workflow Orchestration 

While the tools described above give AI agents the capabilities necessary for research 
collaboration, multifaceted research questions require that AI agents orchestrate these functions 
in a logical sequence. Taking the AI research collaborator to the next level of sophistication, the 
design of a workflow orchestration mechanism, which encompasses planning and reasoning, 
determines how effectively these capabilities can be integrated to address complex research 
questions. 

Planning refers to an agent's ability to break down high-level research objectives into 
actionable components before execution. Off-the-shelf LLMs rely on their internal parameters 
for native planning capabilities, but they primarily function as reactive systems with limited 
capacity for autonomous planning. There are two primary mechanisms that can be used to 
enhance an LLM agent’s planning ability. First, AI agents can be prompted to engage in verbal 
planning, which guides them to explicitly break down tasks and articulate structured plans prior 
to execution. This approach, demonstrated in SciSciGPT, allows for operational transparency 
without exceeding the agent's parametric constraints. A second strategy is to introduce high-
level architectural abstractions to distribute planning across specialized components. This 
approach, exemplified by SciSciGPT's ResearchManager-Specialists framework, enables 
sophisticated task delegation and dynamic workflow adaptation by grouping tools for each 
specialist agent and creating a hierarchical structure of agents coordinated by a central meta-
agent. This architecture effectively mirrors human research teams, with individual specialists 
handling specific tasks while a PI or central coordinator maintains overall coherence. 

Reasoning refers to how agents process information, determine the appropriate next step, and 
derive conclusions throughout research workflows. AI agents can engage in reasoning at several 
different levels. At their most basic, AI agents’ reasoning uses pattern recognition and 
associative mechanisms without explicit intermediate steps to generate responses. Despite its 
computational efficiency, this approach lacks transparency and may not be well suited for 
complex research problems requiring sophisticated analysis.  

Reasoning large language models—LLMs specifically designed or adapted to perform long-form 
reasoning—represent a significant advancement in by introducing the capability for explicit 
step-by-step logical processes. General-purpose LLMs can be guided to engage in this type of 
reasoning through prompts. SciSciGPT, for example, uses meta-prompts to initiate and 



 

structure reasoning behaviors, enabling the model to decompose tasks and determine next steps 
in a more structuralized and manageable manner. This approach enhances both transparency 
and performance in structured tasks by asking the LLM to articulate connections between 
premises and conclusions. However, its linear structure and the absence of self-correction 
mechanisms limit its effectiveness when its initial reasoning paths are suboptimal.  

Reflective reasoning addresses these limitations by incorporating sophisticated metacognitive 
processes that continuously evaluate the quality of the reasoning and support dynamic path 
correction. Using iterative feedback loops to self-correct, this approach represents a crucial step 
toward more robust research tools and significantly improves reliability in complex research 
contexts where initial analytical strategies often need refinement. SciSciGPT’s 
EvaluationSpecialist serves as an example of reflective reasoning.  

Finally, tree-search reasoning—exemplified by techniques like the Tree of Thoughts and Monte 
Carlo Tree Search—represents a more advanced reasoning paradigm. By transforming problem 
spaces into explorable decision trees, this approach enables systematic evaluation of multiple 
solution paths simultaneously, mirroring how expert researchers evaluate multiple analytical 
approaches before selecting a specific strategy. This approach represents a significant 
advancement in AI reasoning capabilities and presents a promising direction for the future 
development of SciSciGPT.  

Supplementary Note 3.3 - Memory Architecture 

While fundamental capabilities and workflow orchestration determine an agent's immediate 
operational capacity, its memory architecture determines how effectively these systems are able 
to evolve through extended collaborations, handle multiple tasks, maintain information 
persistence, and improve over time. Here we identify three critical dimensions of this advance: 
contextual memory, non-parametric memory, and parametric memory. 

Contextual memory refers to an agent’s ability to leverage its context window to remember 
and apply information from previous interactions or relevant background knowledge, enabling 
more accurate and coherent responses to new inputs. Contextual memory can be structured in 
three different ways. First, agents can use sequential accumulation, continuously adding 
interaction content to the context window until the token limit is reached. While straightforward 
to implement, this approach necessitates frequent memory resets that disrupt thematic 
coherence and force researchers to repeatedly reestablish context, significantly constraining 
complex research workflows that require the agent to maintain awareness of previously 
established findings, methodological choices, or analytical paths.  

Alternatively, agents may use selective control, actively filtering and organizing input based 
on its relevance and importance before incorporating it into the prompt. This approach often 
utilizes structured memory that distinguishes between critical research findings, methodological 
decisions, and transient conversational elements. By prioritizing information retention based on 
research relevance rather than recency, such systems maintain greater coherence across 
extended interactions while optimizing context window utilization and token economy.  



 

Both sequential accumulation and selective control, however, depend on session-based 
interactions, which require human users to manually manage the context. In the future, more 
advanced context management mechanisms may enable persistent context with less reliance 
on manually managed context like sessions by employing complex advanced prompt 
engineering, memory compression, and external storage to maintain contextual coherence over 
time. By facilitating effective and efficient management of the dialogue history, this method will 
support sustained research narratives across extended interactions. These sophisticated 
capabilities would substantially reduce the cognitive burden on researchers and enable greater 
contextual continuity in AI research collaborations. 

Non-parametric memory refers to an agent’s ability to store and manage information 
outside of its parametric weight space. Again, there are several different approaches. Stateless 
systems operate with memoryless external tools, requiring the research repository to be re-
established with each new interaction. This approach forces researchers to repeatedly reinstate 
preferences and redefine analytical parameters, limiting efficiency in longitudinal research 
projects. In contrast, stateful systems maintain persistency—such as long-term memory, 
research repositories, and intermediate results—using non-parametric methods like databases, 
key-value stores, and file systems. As a result, workflow continuity is preserved across tool calls 
and sessions, allowing agents to leverage previous results and interactions to build more 
sophisticated workflows without the need for explicit recapitulation. This approach, exemplified 
by stateful Python REPL that uses file system or database storage for user preferences, 
significantly enhances efficiency in extended research collaborations. Evolutionary systems 
represent a more advanced approach, enabling dynamic adaptation of capability structures in 
response to the interaction. These systems can autonomously design and preserve new 
analytical tools, optimize workflow orchestrations based on established patterns, and 
progressively adapt to researcher preferences and methodological approaches. Over time, they 
can evolve far beyond their initial configuration, often diverging from their initial form. Such 
capabilities enable genuine co-evolution between researchers and AI assistants, enhancing the 
depth and continuity of extended collaborations. 

Parametric memory refers to how the foundational model’s internal parameters evolve 
through interactions with the user. In frozen models, the backbone LLM remains unchanged 
after deployment. This straightforward approach ensures consistency, but it limits adaptability 
to specific research domains, methodological preferences, or emerging knowledge. Online 
learning enables real-time training data collection through user interactions, continuously 
optimizing model parameters. This approach allows models to progressively specialize in 
particular research domains and methodological frameworks while adapting to domain 
conventions and researcher preferences. The result is an AI system that becomes increasingly 
attuned to specific collaboration contexts, enabling personalized research assistants that evolve 
alongside research programs. While the prototype of SciSciGPT serves as an example of a frozen 
model, future iterations may incorporate online learning to allow it to evolve with particular 
research programs.    

Supplementary Note 3.4 - Human-AI Collaboration Paradigms 



 

Collaboration paradigms shape how an AI agent’s capabilities integrate with human 
research workflows. AI agents become true AI collaborators for scientific research or fully 
autonomous research pipelines. We explore three models for human-AI collaboration below.  

Predefined task execution represents the most trivial type of interaction. In this model, 
systems carry out specific instructions without real-time conversation or adjustment. These 
systems act as computational accelerators for predetermined tasks, requiring detailed 
specifications of objectives and parameters. While effective for routine procedures, this model 
lacks the flexibility needed for exploratory research in which research goals may shift or evolve.  

Conversational interaction allows for greater flexibility and adaptation, maintaining 
contextual understanding throughout continuous dialogue between humans and the AI agent 
and allowing for iterative refinement of research objectives based on emergent findings, 
progressive clarification of ambiguous methodological choices, and behavioral modifications 
based on explicit researcher feedback. This interaction model, demonstrated in SciSciGPT, 
significantly reduces the burden of detailed task specification by allowing researchers to 
articulate their initial objectives in general terms and progressively refine specific analytical 
approaches through dialogue. It supports natural knowledge elicitation, allowing the system to 
request clarification when objectives remain ambiguous or additional information would 
improve analytical quality. The human-in-the-loop paradigm is even more sophisticated and 
interactive. In this model, the agent seeks human judgment at critical decision points by 
explicitly recognizing the boundaries of its capabilities. It strategically solicits human 
intervention when it confronts analytical ambiguity or requires permissions before critical 
actions, and it implements shared decision-making frameworks that leverage the 
complementary strengths of human and artificial intelligence. This approach redefines AI 
systems not as autonomous agents or passive tools, but as genuine research partners, 
harnessing the strengths of human-machine collaboration while preserving the central role of 
human judgment in the research process. Future versions of SciSciGPT may take up this most 
collaborative model, creating a partner for SciSci research.  

Overall, this LLM Agent Capability Maturity Model presents guidelines for developing an 
increasingly advanced AI collaborator in computational social science. Its systematic 
identification of key developmental dimensions, along with the different models it suggests at 
each stage, allow for a better understanding of the factors that shape the form and effectiveness 
of AI research collaborators. Each stage not only offers opportunities for technical advancement, 
but also meaningful changes in the collaborative potential of AI agents in scientific contexts. We 
offer this framework to guide future development efforts and inform the design of increasingly 
sophisticated AI collaborators across diverse computational social science domains. As AI 
capabilities continue to evolve alongside knowledge, available data, and research methodologies, 
this developmental roadmap provides structured guidance for creating systems that genuinely 
enhance human scientific inquiry—rather than merely automating its components. 

 



 

Supplementary Note 4: Expert Review 
4.1 - Quantitative Comparison  

Task List 

1.1 Generate a collaboration network for Ivy League Universities between 2000 and 2020. Each node should 
represent a university and be labeled with its name. Size the nodes proportionally to the number of 
publications. Set edge widths proportional to the number of co-authored papers. 

1.2 Visualize the research fields in each university pair. Demonstrate the result of each pair in a pie chart. 
Arrange all charts into gridded subplots by using x and y to represent the two universities. 

2.1 Interpret figure (Fig 2(A)). Redo the analysis using your database. Create a similar visualization. 

2.2 Sample 10000 papers from the database. Do OLS regression to evaluate the relationship between team size 
and disruptiveness, control common confounding factors, and show the regression table. 

2.3 Use propensity score matching (PSM) to evaluate the relationships between team size and disruptiveness 
by controlling related confounding factors. 

Questionnaire for the Quantitative Evaluation 

Overall Effectiveness (1-5) 
 
Measures the workflow’s overall success in fulfilling the data analysis objectives, including how well it integrates 
methodology, presents findings, and provides value/insights. 

Technical/methodological soundness (1-5) 
 
Assesses whether the workflow’s analysis techniques, model choices, and data processing steps are logically and 
methodologically appropriate for the given task. 

Depth of Analysis (1-5) 
 
Evaluates the thoroughness and comprehensiveness of the analysis, including how extensively the workflow 
explores the data and interprets findings. 

Visualization Quality / Presentation of Insights (1-5) 
 
Looks at the clarity, readability, and informativeness of visual representations, as well as how effectively these 
visuals communicate key insights or findings. 

Clarity of Documentation / Explanation (1-5) 
 
Rates how well the workflow explains its steps, methods, and findings in written or narrative form, ensuring the 
process is understandable to others. 

 
  



 

4.2 – Semi-Structured Interviews 
 

Questionnaire for Expert Interview 

(0) Traditional Analysis Workflow 

 0.1 What are your typical workflows and tools when analyzing research questions? 
Please provide an example. 

 0.2 What are the three most annoying aspects of this process? 

(1) Database Module 

 1.1 Is the current database comprehensive enough for your research needs? If not, what 
additional data would you require? 

 1.2 In real-world research scenarios (e.g., when working with SciSciNet), what is your 
typical data processing workflow (including cleaning, transformation, and merging)? 
How well does the current database setup address your data preprocessing needs? 

 1.3 How would you evaluate the database's performance and response time for queries 
and data processing? What processing duration would you consider acceptable for 
SciSciGPT? 

(2) System Effectiveness 

AnalyticsSpecialist 2.1 Are SciSciGPT’s methodological choices reasonable? Are they aligned with 
established SciSci research conventions? 

 2.2 From a scientific perspective, how would you evaluate the rigor of SciSciGPT's 
methodological approach? 

 2.3 Does AnalyticsSpecialist correctly generate code to solve the question? Any 
scenarios that you feel should use tool B instead of tool A (as SciSciGPT chose)?  
What other tools do you want to integrate?  

DatabaseSpecialist 2.3 How well is DatabaseSpecialist integrated with the SciSciNet database? Does it 
interact with the database in an effective way? How about the analysis result? Does 
DatabaseSpecialist fetch the data table, and columns correctly? Does it conduct the 
correct or reasonable data transformations and other preprocessing? 

LiteratureSpecialist 2.5 Do you think this LiteratureSpecialist is useful across the analysis workflow?  
Does LiteratureSpecialist create reasonable and logical iterative querying workflows? 
How effectively can it generate structured summaries of SciSci literature? 
 
In addition to current usage, where else (functionality) do you think literature-related 
analysis should be used – based on the conventional SciSci data analysis practice, when 
will you search for the literature? 

EvaluationSpecialist Do you think the self-evaluation is useful to automatically (1) debug and (2) improve 
the initial analysis results?  
Is it more efficient and provide hints to you (as a human scientist) to improve current 
analysis? For example, improve the visualization representation, or evaluate the 
answer’s relevance to the original question and if not highly relevant, re-fetch/re-
calculate the data. 
 
Note: ask about the usefulness of three types of evaluation: Tool, Visual, and Task; and 



 

ask what else evaluation they want 

Multi-Agent Framework 2.6 Were your research questions effectively broken down into manageable sub-tasks 
in a reasonable way? How well did the specialist agents coordinate to address your 
requests? 

(3) Human-AI collaboration 

Continuity 3.1 Did you ask follow-up questions based on previous conversations? 

 3.2 How important are follow-up questions and in-depth analysis for your research 
goals? If you asked follow-up questions, what was your purpose—refining ideas, 
exploring data insights, or something else? 

 3.3 How well does SciSciGPT build upon previous workflows when given new 
requirements? Does it maintain context from earlier interactions, or does it start each 
conversation fresh? 

(4)  System Interface (Usability) 

Transparency 4.1 How transparent is SciSciGPT's workflow? Can you easily follow what it's doing at 
each step Are essential processes like data preprocessing, modeling, and result 
interpretation clearly documented and understandable? 

Information Granularity 4.2 How would you rate SciSciGPT's level of detail in its responses: does it provide too 
much redundant information, just the right amount, or insufficient detail? What would 
be your ideal balance between thoroughness and conciseness? 

 4.3 How effectively does the current interface support your AI collaboration needs? 
While we currently use a chatbot interface, would you prefer alternatives such as a 
graphical dashboard (like Gephi) or an IDE plugin (like Cursor)? How would you 
evaluate these different approaches? 

(5) UI & LLM workflow 

 5.1 What technical issues, bugs, or problems did you encounter while using SciSciGPT? 

 5.2 Which existing features would you like to see enhanced or refined? 

 5.3 What additional features or functionalities would you like to see in SciSciGPT that 
are not currently available? 

  



 

Supplementary Note 5: Case Study Extensions 

Just as real-world data scientists typically follow an iterative process, developing new questions 
as they interpret findings from earlier analyses, SciSciGPT users can iteratively explore the 
system’s initial results, gradually increasing the depth and breadth of their investigations. To 
demonstrate SciSciGPT's ability to engage with researchers on their follow-up inquiries after 
providing a response to their first question, we present several extensions to the case studies in 
the main text below. Like SciSciGPT’s responses to the original case studies, these answers 
showcase SciSciGPT’s capabilities in database extraction, statistical analysis, visualization, and 
scientific insight synthesis. 

Supplementary Note 5.1 [Chat History] 
Field distribution for Ivy League collaboration 

To illustrate the human-in-the-loop process through which users can engage with the automated 
system to expand their analyses, we gave SciSciGPT a follow-up question to its response in the 
first case study, asking it to build on the information generated through the first task. As a user 
who received SciSciGPT‘s initial answer may be interested in the research fields in each 
university pair to gain a better understanding of the research content and the focus areas within 
these collaborations, we asked SciSciGPT to analyze the field distribution across all university 
pairs and arrange different subplots in a gridded layout, as this arrangement helps illuminate 
how different university partnerships leverage their respective advantages. We gave SciSciGPT 
the prompt below: 

Human Input 

Create pie charts displaying research field distributions for each pair of universities. 
Arrange pie charts in a matrix by using universities as two axes. 

SciSciGPT responded by executing a comprehensive data processing workflow that began with 
retrieving field data from relevant tables. Through targeted SQL queries, it collected and 
aggregated data on papers involving multiple Ivy League universities, organizing the results into 
a structured table with columns for institution pairs (university1, university2), top-level 
research fields (field_name), collaboration intensity (paper_count), and percentage of each 
field within each pair of universities (percentage). Using NetworkX and Matplotlib, the 
AnalyticsSpecialist then processed these data to create pie charts arranged by an upper 
triangular matrix-like layout. To avoid text overlapping, only the major fields that account for at 
least 10% of all collaborative papers in each university pair were annotated. In the first 
visualization it generated, the AnalyticsSpecialist created a testing pie chart for one pair of 
universities. 

After receiving feedback from the EvaluationSpecialist, the AnalyticsSpecialist refined the 
visualization by scaling to 8x8 university pairs and adjusting font sizes, annotations, spacing, 
legends, and color schemes. The resulting visualization and the summary of insights reveal 

https://www.sciscigpt.com/share/supplementary-note-5.1


 

interesting patterns in inter-university collaborations, notably the predominance of medical 
research across most partnerships. The visualization also highlights unique institutional 
strengths, such as Princeton's diversified research portfolio of physical sciences, life sciences, 
social sciences, and engineering.  

Drafting an Op-Ed based on analysis results 

A researcher who receives SciSciGPT’s response to the first case study may see a need to 
contextualize the Ivy League collaboration data visualization within a broader academic 
discourse. This researcher may ask SciSciGPT to write an Op-Ed in the voice of an experienced 
SciSci researcher using the prompt below:  

Human Input 

Write an Op-Ed about the above analysis in the voice of a senior full professor with more than 
20 years of experience in the science of science research. Associate the above analysis with 
relevant literature. 

This task represents a practical application in which SciSciGPT must translate data analysis into 
a meaningful narrative that connects with the established literature. We gave SciSciGPT this 
question to test the LiteratureSpecialist’s ability to integrate analysis results with relevant 
scholarly literature, which represents a higher-order challenge requiring both contextual 
understanding and literature synthesis.  

SciSciGPT delegated the literature search task to LiteratureSpecialist, asking it to iteratively 
search the SciSci literature to find relevant prior works related to elite university collaborations, 
field-specific differences in research patterns, and network analysis methodologies through 
multiple targeted searches, thereby gathering a comprehensive foundation of scholarly 
references. With this information, SciSciGPT combined these prior works with the analysis 
results from the chat history to craft an Op-Ed that situated the visualized collaboration patterns 
within the broader academic discourse on institutional partnerships. 

  



 

Supplementary Note 5.2 [Chat History] 
Controlling for confounding factors and conducting regression analysis 

After having established the reproducibility of the paper's results with SciSciGPT's data in the 
second case study, a researcher may want a more rigorous examination of the relationships 
between variables while controlling for confounding factors. To further demonstrate SciSciGPT's 
analytical capabilities, we asked the system to use regression analysis and causal inference 
techniques using the prompt below: 

Human Input 

Sample 10000 papers from the database. Use R to do OLS regression to evaluate the relationship 
between team size and disruptiveness, control common confounding factors, and show the 
regression table. 

SciSciGPT responded by incorporating key control variables, including publication year, 
research fields, institution count, and reference count. The system then developed three 
comparative regression models through systematic data processing and feature engineering, 
methodically executing the analysis workflow from initial data extraction through final 
interpretation. SciSciGPT presented the results across all models, demonstrating a consistent 
negative association between team size and disruptiveness that persisted after accounting for 
the control variables. 

PSM analysis for team science 

Simulating a researcher's iterative investigative process, we then asked SciSciGPT to take this 
investigation further by conducting a Propensity Score Matching (PSM) analysis to assess causal 
relationships. We gave SciSciGPT the following prompt: 

Human Input 

Use propensity score matching (PSM) to evaluate the relationships between team size and 
disruptiveness by controlling related confounding factors. 

Through a systematic evaluation of the matching quality and sample balance metrics, SciSciGPT 
identified a modest negative causal association between team size and disruption scores. In its 
response, SciSciGPT acknowledged key methodological limitations of the analysis, including 
sample size constraints, remaining imbalances in certain confounding variables, and the modest 
size of the observed effects. This transparency gives users the ability to request further 
refinement. 

These tasks illustrate SciSciGPT's sophisticated capabilities and rapid responses across multiple 
domains—effectively analyzing scientific visualizations, demonstrating proficiency in advanced 
statistical methodologies, executing precise programmatic implementations, providing thorough 

https://www.sciscigpt.com/share/supplementary-note-5.2


 

analytical interpretations, and maintaining rigorous quality control through systematic 
workflow evaluation. 

  



 

Supplementary Note 5.3 [Chat History] 
Calculating disruption index during runtime  

We also build on the second case study in the main text to demonstrate that SciSciGPT can 
compute SciSci metrics (e.g., disruption scores) during runtime. While we include pre-calculated 
metrics for frequently used measures (e.g., disruption scores) to improve computational 
efficiency, SciSciGPT’s analysis capabilities are not limited to these metrics, and impact metrics 
could be re-calculated during runtime. 

Here we asked SciSciGPT to calculate the disruption score from SciSciNet’s citation network 
during runtime and manually compare the results with calculated scores calculated by human 
experts. Specifically, we gave SciSciGPT an explicit definition of disruption score and prompted 
the system to calculate the disruption score for all physics papers published in 2000 that have at 
least 10 cited papers and at least 10 citing papers. We present our prompt below: 

Figure S2: Calculating the disruption index during runtime. a) shows the human input, including the 
instruction to specify the small set of papers and the definition of the disruption index. b) shows the comparison of 
SciSciGPT’s disruption scores with those calculated by human experts, which validates the correctness of the 
workflow. 

The ResearchManager responded by delegating the extraction task to the DatabaseSpecialist. 
The DatabaseSpecialist queried datasets into three datasets, including focal papers data, 
reference papers data, and all related edge lists in the citation network, which either cite the 
focal papers or one of the references of the focal papers published after 2000. After the data 
curation, the AnalyticsSpecialist created a mapping between focal papers, reference papers, and 
their future citations to calculate the disruption score iteratively.  

To check SciSciGPT’s workflow and results, we calculated the disruption score manually and 
compared these scores to SciSciGPT’s results. Fig. S2b presents this comparison, showing that 
the disruption scores generated by SciSciGPT are exactly the same as those calculated by human 
experts.

https://www.sciscigpt.com/share/supplementary-note-5.3


 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 



 

 


